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Abstract— This paper considers the attitude determination
problem of a three-vehicle heterogeneous formation, whose line
of sight is constrained. By some reason, such as large distance,
two of the vehicles, the deputies, cannot measure the direction
of each other’s position. The deputies can only measure the
relative direction relative to the chief, which is the remaining
vehicle in the formation. The special cases of the problem are
described in terms of the number of solutions related to each
configuration. In general, there is only one solution, but infinite
or even two ambiguous solutions are possible, respectively in
the degenerate and ambiguous configurations. These arise due
to lack of information or symmetry in the data, respectively.
Furthermore, the subset of special configurations is a zero
measure set of the global set of configurations, which is an
important property of the problem. Simulations that test and
validate the described configurations are shown as well, which
also help to understand what effects the quality of the solution
obtained according to a special case proximity metric.

I. INTRODUCTION

Attitude determination is the computation of the angular
relation between different frames in a given moment, usually
between two vehicle frames or between a vehicle frame
and an inertial frame. It is an important aspect of any
navigation system and critical to many applications. The
development of this field of study was propelled by the dawn
of spaceflight. In that period, fundamental methods were
designed including the Tri-Axial Attitude Determination
(TRIAD) algorithm [1] and Wahba’s optimization problem
was formulated [2], which is an alternative formulation of
the Orthogonal Procrustes problem, both well recognized in
the field. Later, several methods for solving that optimization
problem were proposed, such as the Davenport’s q-method
[3], the Quaternion Estimator (QUEST) method [4], which
uses the quaternion representation of the attitude, and the
Singular Value Decomposition (SVD) decomposition based
methods [5], to name only a few. A more recent example
is the Fast Linear Quaternion Attitude Estimator (FLAE)
[6], which can reduce the computational time while having
similar accuracy to other methods, and many others exist.
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Attitude determination methods rely on sensor measure-
ments. Relative direction sensors such as focal plane ar-
rays of complementary metal-oxide semiconductor (CMOS)
pixels, as those used in star trackers [7], are of interest
for many applications, specially when relative navigation is
necessary. This kind of sensor can measure the direction to
different sections of other vehicles. Nonetheless, if there is
considerable noise, for instance, because the vehicle is far
away, then the average direction to the vehicle as a whole
can be measured instead. An advantage of these sensors is
the ability to operate in Global Positioning System (GPS)
denied environments, such as the interplanetary space or the
interior of buildings.

Vehicle formations have been gaining attention for some
time now [8], for their potential to accomplish the same
mission with relatively simpler systems, with increased re-
liability and redundancy. These advantages are particularly
attractive for space applications which have, generally, high
costs and risks. Also in the field of cooperative mobile
robots, where formations are included, there is interest in
heterogeneous groups, which are defined by having non-
identical individual elements [9]. That is the context of
the formation considered in this paper, which is called an
heterogeneous formation, because different vehicles have
different sets of navigation sensors, namely with respect to
the line-of-sight sensing capacity. Other problems with some
similarities include [10] and [11].

Multi-spacecraft observatories located further from Earth
can be used to synthesize large aperture telescopes or long
baseline interferometers or even to sample spatially disperse
phenomena such as the Earth’s magnetotail [12]. Another
idea is to use a small spacecraft formation as an orbiting
antenna for interplanetary communication, for instance be-
tween Earth and Mars, which would then relay the data to
ground stations.

The main contribution of this paper is the description
of the configurations in which the solution to the attitude
determination problem in [13] is not unique. These cases
include the degenerate cases, where insufficient data leads
to an infinite number of solutions and also the ambiguous
cases where symmetries in the information gathered by the
sensors results in two different solutions.

This work is divided as follows: first the problem and
respective solution are described. In the following section, a
description of the degenerate and ambiguous cases is given.
Also in this section, the importance of the measure of the
subset of special configurations being zero is discussed. The
third section, shows the simulation results of the problem as
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the configurations get closer to a degenerate or an ambiguous
situation. Finally, some remarks are made in the conclusion
about these results and future work.

II. PROBLEM AND SOLUTION

A. Notation

Throughout this document, scalars are represented in reg-
ular typeface, whereas vectors and matrices are represented
in bold, with the latter in capital case. The symbol I repre-
sents the identity matrix with the appropriate dimensions.
The four-quadrant inverse tangent function is denoted by
atan2 (b, a), with a, b ∈ R. The set of unit vectors in R3

is denoted by S(2) :=
{
x ∈ R3 : ‖x‖ = 1

}
. The special

orthogonal group of dimension 3, which describes proper
rotations, is denoted by SO(3) := {X ∈ R3×3 : XXT =
XTX = I ∧ det (X) = 1}. The skew-symmetric matrix
parameterized by x ∈ R3, which encodes the cross product
between x and another vector, is denoted by

S (x) :=

 0 −x3 x2
x3 0 −x1
−x2 x1 0

 , x =

 x1
x2
x3

 .
The rotation matrix in SO(3) that transforms a given

vector, in R3, expressed in the body-fixed frame of vehicle i
to the body-fixed frame of vehicle j, i, j ∈ N0, is denoted by
Rj
i . In the case of rotations to and from the inertial frame,

the letter I is used instead of the vehicle number. Moreover,
multiple candidates for the same rotation are identified by
a subscript capital case letter, such as

(
Rj

i

)
A

. The rotation
matrix of an angle θ ∈ R around the axis described by the
unit vector x ∈ S(2) is denoted by R(θ,x), which is written
as [7]

R (θ,x) := cos (θ) I+ (1− cos(θ))x xT − sin (θ)S (x) .

B. Problem Statement

Consider a three-vehicle formation, whose vehicles are
equipped with sensors capable of measuring the direction to
other vehicles in the line of sight, such as focal plane arrays,
and sensors that can measure inertial direction vectors, such
as star trackers or magnetometers. The value of the latter
are known a priori in the earth-centered inertial frame, for
example, from celestial maps. In this formation, two of the
vehicles cannot measure each other’s relative position, either
because they are too distant from one another or from the
characteristics of their sensor set. These two vehicles are the
deputies, also referred as vehicles 2 and 3, and the vehicle
without line of sight constraints is called the chief or simply
vehicle 1. Moreover, every vehicle can measure one inertial
direction individually, hence each vehicle can use a different
sensor to obtain this measurement, which emphasizes the
heterogeneity of the formation.

The line of sight measurement of vehicle 2 taken by
the chief in its own body fixed frame is denoted as d1/2,
analogously there are three other measurements, namely
d2/1, d1/3, and d3/1. The inertial measurements are taken
in the respective body frames and denoted as d1, d2, and

d3. The respective representations in the inertial frame are
known a priori and are denoted, respectively, by Id1, Id2,
and Id3. The formation and respective measurements are
depicted in Fig. 1.

The goal of the problem is to find all relative(
R1

2,R
1
3,R

2
3

)
and inertial attitudes

(
RI

1,R
I
2,R

I
3

)
.

d2 d3

d1

d1/2 d1/3

d2/1 d3/1

Vehicle 2
(deputy)

Vehicle 3
(deputy)Vehicle 1

(chief)

Fig. 1. Three-vehicle heterogeneous formation

A scenario where this problem could be applied is a three
spacecraft interferometer, where the distance between two
of the vehicles makes a bearing measurement between them
impossible.

C. Solution

The solution that follows is a summary of the algorithm
detailed in [13]. It consists in finding candidates for the same
attitude, in this case RI

1, supported by different data. For that
matter, consider a branch as the sub-formation that consists
of the chief and a deputy, along with the respective inertial
and line of sight measurements, as depicted in Fig. 2 for the
case with vehicle 2.

d2

d1

d1/2

d2/1

Fig. 2. Branch 1-2 of the formation

In this formation, there are two branches, respectively re-
ferred as 1-2 or 1-3, according to which deputy is considered.
There are four possible candidates for RI

1, two from each
branch. Since the attitude is independent of which branch’s
data were used, then at least one candidate in branch 1-2
is identical to a candidate in branch 1-3. The solution set
results from these identical candidates. As will be described
in the next section, this process gives, in general, a single
solution.

In the following description, consider only branch 1-2. The
results for branch 1-3 are analogous and thus not shown here.

1) Relative Attitude: In order to find RI
1 with branch 1-

2, compute first the relative attitude R1
2. For that matter

consider the relations of the branch measurements given by

−d1/2 = R1
2d2/1 (1)

and
IdT1

Id2 = dT1 R
1
2d2 . (2)
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Then, decompose R1
2 into a product of two rotations, param-

eterized by an angle and a unit length axis, as follows

R1
2 := R (θ2,n2)R (θ1,n1) . (3)

The parameters of (3), such that both (1) and (2) are satisfied,
are given by

θ1 := π ,
n1 :=

d2/1−d1/2

‖d2/1−d1/2‖
, for d2/1 6= d1/2

n1 :=
S(d1/2)d1

‖S(d1/2)d1‖
, for d2/1 = d1/2

,

θ2 := atan2 (as12 , ac12)± arccos

(
ap12√

a2s12 + a2c12

)
, (5a)

and

n2 := −d1/2 ,

with 
ap12 := dT1 (d1/2)(d1/2)

Td∗2 − IdT1
Id2

ac12 := dT1 S
(
d1/2

)2
d∗2

as12 := dT1 S
(
−d1/2

)
d∗2

,

where

d∗2 := R (θ1,n1)d2 .

Notice that (5a) has two solutions in general, therefore, this
method results in two candidates,

(
R1

2

)
A

and
(
R1

2

)
B

.
2) Inertial Attitude: Next, compute the candidates

(
RI

1

)
A

and
(
RI

1

)
B

, from the branch’s relations given by

Id1 = RI
1d1

and
Id2 = RI

1R
1
2d2 .

These relations can be solved with the TRIAD algorithm [14]
which results in

(
RI

1

)
A
= Id1d

T
1+

(
S
(
Id1

)
Id2

‖S ( Id1) Id2‖

)(
S (d1)

(
R1

2

)
A
d2

‖S (d1) (R1
2)A d2‖

)T

+

(
S
(

Id1

) S
(
Id1

)
Id2

‖S ( Id1) Id2‖

)(
S (d1)

S (d1)
(
R1

2

)
A
d2

‖S (d1) (R1
2)A d2‖

)T

or

(
RI

1

)
B
= Id1d

T
1+

(
S
(
Id1

)
Id2

‖S ( Id1) Id2‖

)(
S (d1)

(
R1

2

)
B
d2

‖S (d1) (R1
2)B d2‖

)T

+

(
S
(

Id1

) S
(
Id1

)
Id2

‖S ( Id1) Id2‖

)(
S (d1)

S (d1)
(
R1

2

)
B
d2

‖S (d1) (R1
2)B d2‖

)T

,

according to the relative candidate used.

3) Comparison: After computing
(
RI

1

)
A

and
(
RI

1

)
B

from branch 1-2, and
(
RI

1

)
C

and
(
RI

1

)
D

from branch 1-
3, compare the candidates from different branches. In the
noiseless case, by construction, one of the following con-
ditions is verified: i)

(
RI

1

)
A
=
(
RI

1

)
C

; ii)
(
RI

1

)
B
=
(
RI

1

)
C

;
iii)
(
RI

1

)
A
=
(
RI

1

)
D

; and iv)
(
RI

1

)
B
=
(
RI

1

)
D

.
For that purpose, use the parameter that evaluates how

close two rotation matrices are to each other, given by

φ :=

∣∣∣∣∣∣arccos
 trace

[(
RI

1

)
X

(
RI

1

)T
Y

]
− 1

2

∣∣∣∣∣∣ ,
where

(
RI

1

)
X

and
(
RI

1

)
Y

represent two different candidates.
This parameter is zero when both candidates are equal, which
enables the disambiguation. In the presence of noise, the
pair of candidates with the lowest value of φ are averaged
using the SVD of the sum of both candidates. The result is
the solution for RI

1. Moreover, the relative candidates that
supported the computation of these inertial candidates also
belong to the solution set.

4) Complete Solution: Finally, compute the remaining
rotation matrices, with R1

2, R1
3, and RI

1, using the relations
given by R2

3 = R1
2
TR1

3, RI
2 = RI

1R
1
2, and RI

3 = RI
1R

1
3.

III. SPECIAL CASES

This section describes the special cases in which the
problem laid out in the previous section has more than one
solution. There are two kinds of such cases: the degenerate
configurations which result in infinite solutions and the am-
biguous configurations which result in two distinct solutions.
All the remaining configurations have a unique solution.

The special configurations are expressed in the sequel,
however, their proofs are not presented in this work due
to the lack of space to elaborate on the technical details
appropriately.

The major difference between both special cases is that,
in the degenerate configurations, the solution accuracy will
decrease as it gets closer to such cases, because the quality
of the data is gradually decreasing. On the other hand, in the
ambiguous configurations, the algorithm will suddenly out-
put a different result, alternating between the two solutions,
as the sensors’ noise makes one or the other solution seem
correct.

A. Degenerate Cases

The degenerate cases exist because there can be less data
available than required, when two sensors measure parallel
vectors. Hence, the problem becomes underdetermined, thus
resulting in infinite solutions.

The degenerate cases can be divided according to the
branch of the formation and the step of the solution. First,
consider the branch 1-2 and the computation of candidates
for the relative attitude, R1

2. There are infinite solutions when
either of the following conditions is verified:

d1/2 = ±d1 ;
d2/1 = ±d2 .

-138- 

 2020 7th International Conference on Control, Decision and 
Information Technologies

CoDIT’20 | Prague, Czech Republic / June 29 - July 2, 2020

Authorized licensed use limited to: b-on: Universidade de Lisboa Reitoria. Downloaded on January 18,2021 at 10:32:48 UTC from IEEE Xplore.  Restrictions apply. 



Next, consider the same branch and the computation of
candidates for the inertial attitude, RI

1. There are infinite
solutions when the following condition is verified:

Id1 = ± Id2 .

The degenerate conditions for the branch 1-3 are analo-
gous to the previous three and respectively given by

d1/3 = ±d1 ;

d3/1 = ±d3 ; (6)
Id1 = ± Id3 .

All these degenerate cases have only one relation involving
the attitude that is being computed. Thus, one degree of
freedom cannot be determined, which means there is a subset
with infinite rotations that satisfy that relation.

B. Ambiguous Cases

The ambiguous cases are a consequence of the symmetries
that characterize this problem. If the data in both branches are
symmetric, then two indistinguishable solutions are possible,
because the two candidates for RI

1 from branch 1-2 are the
same as the two candidates from branch 1-3.

Intuitively, the configuration where the three vehicles are
aligned, d1/2 = ±d1/3, and the inertial reference vectors of
the deputies are identical, Id2 = ± Id3, is an ambiguous
case. Depicted in Fig. 3, the data in this configuration is
symmetric, since both branches provide the same informa-
tion.

d2 d3

d1

d1/2 d1/3

d2/1 d3/1

Fig. 3. Symmetric formation.

More symmetric configurations exist, nonetheless, they
can all be derived from the previous configuration. All the
ambiguous configurations must verify simultaneously the
two conditions given by

Id2 = R
(
α, Id1

)
R

(
β,

S
(
Id1

)
Id3

‖S ( Id1) Id3‖

)
Id3 (7)

and

d1/2 = R (α,d1)R

(
γ,

S (d1)d1/3

‖S (d1)d1/3‖

)
d1/3 , (8)

where α, β, γ ∈ R3. The marked areas in Figs. 4, 5, and 6
illustrate the effect of each angle of the conditions (7) and
(8). These depictions help to understand what is the set of
configurations with data symmetry.

d2 d3

d1

d1/2 d1/3

d2/1 d3/1

Fig. 4. Effect of α.

d2 d3

d1

d1/2 d1/3

d2/1 d3/1

Fig. 5. Effect of β.

d2 d3

d1

d1/2 d1/3

d2/1 d3/1

Fig. 6. Effect of γ.

C. Special cases measure

An important characteristic of the special configurations
subset is that it is a zero measure subset of the configuration
set. Hence, the probability of a configuration being exactly
degenerate or ambiguous is zero. However, the accuracy is
influenced by the proximity to these configurations and noise
can make the solution jump between two attitudes in the
ambiguous case, as discussed before. This property allows
the problem to be applied in practical situations, with some
care when getting close to such configurations.

IV. SIMULATION

In this section, a degenerate and an ambiguous case
are simulated to demonstrate the previous conclusions. For
simplicity and due to space limitations, only one of the
degenerate configurations is simulated, because the results
for the remaining configurations can be shown to be similar.
The degenerate case chosen verifies (6) and the ambiguous
case verifies both (7) and (8).

Both the degenerate and ambiguous cases were tested
analyzing the error standard deviation evolution as the con-
figuration approximates the respective special case. Close
to the respective special cases, the standard deviation is
expected to increase as the configuration gets close to a
degenerate configuration. In contrast, when it gets close
enough to an ambiguous configuration for the noise to
alternate the outcome of the solution, it is expected to change
suddenly, since the algorithm will choose only one attitude.

A. Sensor model
At each trial, random noise is added to each measurement

taken by the sensors, following the QUEST model [15],
because the sensor axes are assumed to be aligned with the
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measurements. Therefore, denoting the image-space obser-
vation by the vector m ≡ [χ ψ]

T , its measurement model
is given by m̃ = m + n where m̃ is the measurement and
n is the noise. The noise model describing the uncertainty
of the image-space observations is assumed to follow a zero
mean Gaussian distribution, n ∼ N (0, RFOCAL), with the
covariance of the focal plane given by [15]

RFOCAL =
σ2

1 + d (χ2 + ψ2)

[(
1 + dχ2

)2
(dχψ)2

(dχψ)2
(
1 + dψ2

)2
]
,

where σ2 is the variance of the measurement errors associ-
ated with χ and ψ, and d is on the order of 1.

The focal length is assumed to be unitary and the sensor
boresight is assumed to be the z-axis. Hence, the measure-
ment vector in the object space and sensor frame is given
by

sd =
1√

1 + χ2 + ψ2

 χ
ψ
1

 .

B. Closeness metrics
The configuration closeness to the degenerate case (6) is

evaluated by the metric given by τ1 = |
(
‖dT1 d1/2‖

)
− 1| .

For the ambiguous case consider the metric given by τ2 =

d1/2R (α,d1)
S(d1)d1/3

‖S(d1)d1/3‖
, where α is obtained from (7).

In both τ1 and τ2, the closer these metrics are to zero the
closer the configurations are to the respective special case.

C. Simulation setup
In both cases, there is a set of 40 different configurations in

an interval of 10 seconds, following a specific transformation
of the initial configuration. Each configuration is simulated
for 1000 Monte Carlo trials, in which measurements are
taken, following the sensor model just described with stan-
dard deviation σ = 17×10−6, the same from problems with
similar sensors [10], and then applying the solution algorithm
from [13]. Furthermore, for simplicity, the sensor boresight
axes are assumed to be aligned with the measurement that
they are taking.

1) Initial Configuration: The initial configuration is the
same in both cases, it has a unique solution, and it is given
by

RI
1 =

 cos π6 − sin π
6 0

sin π
6 cos π6 0

0 0 1

 ,

R1
2 =

 cos π3 0 − sin π
3

0 1 0
sin π

3 0 cos π3

 ,

R1
3 =

 1 0 0
0 cos π4 sin π

4
0 − sin π

4 cos π4

 ,

Id1 =
[

0 0 1
]T

,

Id2 = Id3 =
[

sin π
6 cos π6 0

]T
,

Id1/2 = RI
1d1/2 =

[
1 0 0

]T
,

and Id1/3 = RI
1d1/3 =

[
− sin π

6 cos π6 0
]T

.

2) Degenerate case: In this case, Id1/3 is incrementally
rotated by π

120 rad about the axis given by [0 0 1]
T , such that

in total it rotates π
3 rad and the final value of this parameter

is
(
Id1/3

)
f
=
[

sin π
6 cos π6 0

]T
= Id3 . Notice that

this transformation affects both d1/3 and d3/1.
3) Ambiguous case: In this case, Id3 is incrementally

rotated by π
120 rad about the axis given by [0 0 1]

T , such
that in total it rotates for a total of π

3 and the final value of
this parameter is

(
Id3

)
f
=
[
− sin π

6 cos π6 0
]T

.

D. Results

The results are given by the plot of the standard deviation
of each Euler angle error for each configuration tested. More-
over, the corresponding metric is plotted, so that both values
can be analyzed together. First, the results for the degenerate
case are shown in Figs. 7, 8, and 9 respectively for the errors
of R1

2, R1
3, and RI

1. Analyzing Fig. 8, the deterioration
of the accuracy, which results from the proximity to the
degenerate configuration, is visible in the last seconds of the
roll and the pitch standard deviations. Notice that the scale
of representation in this figure is logarithmic, therefore, the
error increases significantly in the final seconds, before a
point, when it is practically a degenerate configuration and
the solution diverges. The attitude determination of R1

2 and
RI

1 are not affected by this degenerate case because in the
case of R1

2, there is no dependency on R1
3. In the case of

RI
1, the averaging of both candidates offsets this error.
The ambiguous case results are shown in Figs. 10, 11,

and 12. The main observation here is the fact that the
standard deviation for R1

2, R1
3, and RI

1, suddenly diverge
when the configuration is close enough to the ambiguous
case. Notice that the standard deviation of the yaw angle is
in logarithmic scale in both figures. In the last configuration,
when τ2 ≈ 0, the results of the algorithm alternate between
the two ambiguous solutions and the corresponding standard
deviation increases a lot, because the error of one of the
solutions is very large.

V. CONCLUSIONS
In this paper, the special cases for the three-vehicle forma-

tion attitude determination problem were described. In these
cases, the solution is not unique and there are either infinite
or two solutions, denoted as degenerate or ambiguous con-
figurations accordingly. An important property of the set of
special configurations is a zero measure subset of the entire
subset of configurations. Hence, the problem can be applied
in a real world scenario. Two simulations were carried out
to show that the algorithm cannot give the correct solution,
when the configurations are close to this specific cases. In the
degenerate case simulation, the standard deviation increases
slightly, after a certain threshold, as the configuration gets
closer the degenerate one, until the moment when it diverges.
In the ambiguous case simulation, the standard deviation
suddenly diverges, when the configuration is close enough
to the ambiguous case for the noise to impact the outcome
of the algorithm. Both results correspond to the expected
behavior of the respective case.
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Fig. 8. Standard deviations of R1
3 error in degenerate case.
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Fig. 9. Standard deviations of RI
1 error in degenerate case.
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