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Abstract: This paper describes the development of an Extended Kalman Filter
attitude estimator and its implementation in a small satellite cntrol loop. Sensor
models have first been added to an existing satellite simulation. The dtitude and
angular velocities are estimated from the avail able sensors and methods of tuning
the filter based on Genetic Algorithms are discussed. Simulation results are
presented for the estimator algorithm used with diff erent control algorithms.
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1. INTRODUCTION

Small satellites have gained increased pularity
sincethe ealy eighties, due to their relative low cost
and fast turn-arourd time (from contrad to launch).
Nevertheless, this comes at the cost of less powerful
sensors and aduators, as well as reduced
computational power, due to size ad weight
limitations. Among cther sub-systems, the Attitude
Determination and Control System (ADCS) is
affeded by this trade-off, leading to more
chalenging attitude control and determination
problems. The atitude is described by the rotation of
the satellite body frame w.r.t. a local orbital co-
ordinate frame.

The purpose of this work was to develop an attitude
estimator for small satellites and to test it within the
control loop in a simulator. This was done in three
parts. i) development of redistic simulations of the
satellite’'s snsors; ii) development of an attitude
estimator algorithm; iii) integration of the estimator
and the atitude controllers previously developed in

the dosed loop. The complete system is diown in
Fig. 1. A detailed description of the satellite
simulator and controllers is given in references [1]
[4], [5] and [6].
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Fig. 1 - Satellite dosed loop control simulator.

The small satellite PoSat-1 was used as a @se study.
PoSat-1 is a 50Kg micro-satellit e launched in 1993
as a technology demonstration. Throughout this
work it is assumed that the system is being
developed for this satellite. Nevertheless the ideas
and methoddogies can be aapted to other satellite
configurations. In Sedion 2 the redistic sensor
simulation is described. Sedion 3 goes through the
particularities of using an Extended Kaman Filter
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for attitude estimation. The filter tuning based on
Genetic Algorithms is covered in Sedion 4. The
results of closed loop attitude control with and
without the estimator for three different control
algorithms are discused in Sedion 5 The paper
ends with conclusions and prospeds for future work,
in Sedion 6.

2. SENSOR SIMULATION

Two PoSat-1 sensors are available for attitude
estimation: the magnetometer and the sun sensor.
The magnetometer measures the geomagnetic field
vedor and the dtitude is determined by comparing
this vedor with the expeded geomagnetic field at
the aurrent orbital location, based on the widely used
IGRF model [8]. Therefore, the sensor reading can
be simulated by rotating the current geomagnetic
field vedor into the satellite m-ordinate system
(SCs) [5].

The Sun sensor measures the relative Sun and
satellit e locations from the angle of incidence of the
sunlight on the sensor. From the knowledge of the
Sun and spacecaft orbital locaions, the current and
expeded measurements can be compared to
determine the dtitude. PoSat-1 has two Sun sensors
with each sensor having two channels. Both sensor’s
field of view lie in the x-y plane, one looking in the
positive y-diredion, the other in the negative
x-diredion (in SCS).

A number of common Sun sensor designs are given
in [8]. PoSat-1 Sun sensors layout is that shown in
Fig. 2. Each sensor consists of two light sensitive
cdls, therefore producing the two-channel output.
Each cdl is angled to the horizontal as shown in the
figure. To implement this design it is necessry to
determine the geometry of the sensor (i.e. angles a
and ). Two key charaderistics in the telemetry data
from PoSat-1 alow these angles to be determined.
These are that both channels of the sensor start
realing at the same time and that one channel starts
reading at a non-zero, positive value. The satellite
technicd documentation also states that the field of
view should be +60°. To satisfy these requirements
0=B=30°. This design is just shown in two
dimensions. In three dimensions the surrounding
structure would provide a simil ar £60° view limit.
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Fia. 2 - Sun Sensor Desian

The simulator must also consider the possbility of
the Earth being between the satellite and the Sun.
This case is smply deteded by cdculating if the
angle between the vedor to the centre of the Earth

and the vedor to the Sun is lessthan the angle of the
radius of the Earth as sen from the satellite. The
ange of the radius of the Earth is pre-cdculated
within the simulator from the orbit altitude, so can
be considered known at all time.
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Fig. 3- Comparison of Telemetry and simulation

It is clea from the telemetry that the value of output
from the sensors when they can’t seethe Sun varies.
Initial thought might suggest that the off value of the
sensor should always be zeo. However, it was
redised that this variation was due to the sensor
picking up sunlight refleded from the Earth. So, if
the satellite is over the dark side of the Earth, the off
value will be zero, if it isover thelit sideit will have
a dightly increased value. The magnitude of this
increase will depend on fadors like weaher
conditions, current altitude and whether the satellite
isover land o sea. The ‘off’ value over the lit side
of the Earth has thus been modelled using a random
noise signal which gives values simil ar to those seen
in the telemetry.
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Fig. 4 - Comparison of Telemetry and Simulation

Comparison o the output from the simulator with
telemetry data from PoSat-1 can be seen in Fig. 3
and 4. Figure 3 shows a comparison for one orbit
(showing just one channdl). It can be seen that red
and simulated data ae very similar. The differences
in number and magnitude of each pe& are due to
differences in attitude and spin rate of the satellitein
the simulation and in redity. The atitude of PoSat-1
is not known exadly so it is not posdgble to get the
simulator to have exadly the same results. The
modelling of the off-value can aso be seen in this
figure. Figure 4 shows the comparison o one



revolution of the satellit e (showing two channels). It
can be seen that the cut-off times of the signals as
the Sun passes out of the field of view of eadh
channel are very similar. It is aso clea to see that
both channels dart giving a reading at the same
point in time. The spike that appears just before each
pe&k is due to interference on the telemetry
communicaion link and is thus not simulated.

3. KALMAN FILTER ESTIMATOR

In this sdion the atitude estimator based on an
Extended Kaman Filter estimator agorithm
introduced in [2] is described. This base dgorithm,
whose ejuations are presented in Appendix A, has
been modified to include the sun sensor simulation
that was developed in the previous sdion. A
quaternion normalisation hes also been added to the
method

A proper quaternion of rotation possesss the quality
q'g = 1. It was shown in [2] that if this condition is
enforced after ead state cdculation the estimator
error will be reduced. This has therefore been
included in the estimator. The cdculation necessary
to normalise the quaternion is explained fully in [2].
To use the Sun sensor within the estimator the Sun’s
position from the satellite given the sensor reading
must be found. Each channel of the Sun sensor gives
an angle to the Sun. Using one single channel the
vedor must be somewhere on a @ne. From two
channels, two cones can be generated, thus, giving
two posshle sun vedors. If the position of the Sunis
known a few semnds before we @n determine
which of the two intersedions is most likely to be
corred.

All Sun sensors are in the x-y plane. The SCS co-
ordinate system is rotated in the x-y plane so that the
new x-axis is aligned with the sensor plane normal
axis. This new co-ordinate system is referred to as
the Sun Sensor Co-ordinate System (SSCS). In this
co-ordinate system it can be easly seen that the
vedor of al posshble Sun vedorsis given by,

[cosa sina cosp sinarsin(p]T Q)

where a is the Sun sensor realing and ¢ is the
parameter describing the cone. This can then be
rotated back into SCS using the rotation matrix:

xO [cosf -sin@ OO x0
FE=5ine  cosd oE%yS. @
EH BoO 0 1@525

Considering first the Sun sensor which points in the
positive y-diredion, 8 for channel 1 will be 60° and
120° for channel two. Therefore, using (1) and (2)
with the two values for 6 gives the two cone vedors.
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Equating these two vedors and solving for € and @,
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Therefore, given bah channels of the sensor
reading, (i.e. a and B), @ or € can be found from (4)
and (5). Noticethat there will be two values of @or €
becaise of the inverse cosine. These values can then
be substituted into (3) to give the two posshble Sun
vedors. The corred vedor can then be seleded on
the basis of which one is closer to the previous
estimate. Because the sample time is very small
compared to the speal at which the satellite moves
this should always be reliable.

The filter algorithm nmust now be modified to ded
with two sensor readings. The equations in the
estimator will be different depending on whether the
Sun sensor measurements are available or not. Sun
sensor measurements were not available, the
equations do na change. Otherwise, equation (12) in
Appendix A will changeto

Ulhneagca ~ DX borpksa)C L
(ﬁk+ +] :Cﬁk+ +Kiss 3D‘H +] Cﬁk+ [ (6)
1/k+L 1k 1%5 k+1/K 1IkE
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where Spezk+1 1S the Sun Vedor measurement (in
SCS) at time k+1, Sy k41 iS the Sun Vedor predicted
by the model in the orbital co-ordinate system
(OC9) [5] at time k+1. Note, if two Sun sensor
readings are available the average of the two
readingsis used.

To use (6), K needs to be extended to a (6x7) matrix
(previoudly it was (3x7)). This is adciieved by
redefining H, which is defined in the appendix as
equation (11), the output matrix. So, if the Sun
sensor measurement is available, (11) becomes

Hiark :[06><3 h h h h4]’ (7)
DG, L
dd ) orb,k+1E
h =g " )
where R = op@) . ¢

H dq B Sorb,k+1 E

The matrix R, the measurement error covariance,
also rnedls to be redefined as a (6x6) matrix if the
Sun sensor measurement is avail able.



4. ESTIMATOR TUNING

There are three matrices used within the estimator
that must be determined before it can be used. These
are Py, (757 — the covariance of the aror in the initial
state, Qzxn — the covariance of the system model
error, and Raa o st)l— the covariance of the
measurement error. We have chosen to tune these
covariance matrices instead of making them match
sensor noise charaderistics, so as to improve dosed
loop control performance

Initially it would seem that there are 77 parameters
which neel to be determined (noting that covariance
matrices are dways gymmetric). To simplify the
problem, various parameters within ead matrix can
be grouped by assuming that the error covariance in
the terms will be the same. For example, it is
ressonable to asume that the covariance of the
errors in the Q* and QY terms will be the same. The
Q*term may to dfferent because it involves the spin
of the satellite.

This grouping can reduce the total number of
parameters to 32 The P matrix can be tuned
separately from Q and R because P only effeds the
initial transient errors. Q and R can be tuned
ignoring transient effeds, therefore reducing the
problem further.

Because of the multi-parameter, non-linear, multi-
minimum nature of this optimisation problem a
logicd approach was to use a genetic dgorithm
(GA) [3]. A standard GA has been used, with
chromosomes containing al the dements of the
estimator covariance matrices. Each population was
evauated by simulating eady chromosome over a
number of orbits and evaluating a cost function
containing the average etimator error. New
populations were generated using mutations and
crossover with parents being seleded using a
roulette whed seledion process This is a very
effedive method d tuning the estimator athough,
dueto simulationtime, it can be very slow.

Table 1 - Estimator Accuracy Results

Standard
Mean Deviation Worst
Pointing
Error (deg) 0.58 056 172
Spin Rate
Error, % 0.39 037 123

The best average estimator results, shown in Table
1, were obtained in closed loop using a predictive
controller, described in the following sedion, over a
number of orbits. These results were obtained over

! The R matrix size danges depending on whether
the Sun sensor isincluded or nat.

twenty simulations ead ten orbits long with
diff erent starting conditi ons.

5. CLOSED LOOP CONTROL

There are three controllers of interest that are
available within the simulator: the Predictive
controller [4], the Energy controller [9] and the
Alpha-Beta controller [7]. The predictive ntroller
attempts to predict, for all possble aduations, the
change in angular velocity of the satellite if that
aduation was applied. It then determines which of
these will cause the greaest reduction in the
satellit€'s kinetic energy. As aresult, a time-varying
control law is applied. The energy controll er uses the
control law

‘m(t) =h°Q (t)x°B(t), (8)

where h is a positive constant. The dpha-beta
controller is the controller currently used on PoSat-
1. It usesthe ontrol law

sz :kB%—d_aE (9)

Odt  dt

where a is the angle between the z-axis of the OCS
and the expeded geomagnetic field and B is the
ange between the z-axis of the OCS and the
measured geomagnetic field. The dphabeta
controller does not require an estimator. Both the
Predictive mntroller and the Energy controller can
control the spin o the satellite as well asthe dtitude,
whil e the al pha-beta controller only controls attitude.
These controllers are described and their
performance without an estimator compared in detail
in[5].

To compare the effediveness of the controllers and
estimator in the loop, twenty simulations, ead ten
orbits in duration with varying starting conditions,
were made. The results presented below are average
results from these tests, where spin control as well as
atitude stabili sation were envisaged. Since the
alpha-beta controll er can na control spin, a different
test with no spin control required was used to make
comparisons with this controll er.

To check the effed of the etimator on the energy
and predictive aontrollers, tests were first conducted
without the estimator. Table 2 shows results for the
predictive and energy controllers.

Table 2 —Simulation Results without Estimator

Settling Pointing Spin Rate Energy
Timeto 5 Accuragy Accuragy (Joules)
(orbits) (deg) (rad/s)
Predictive 5 5
Controller | 240 1.86 46x10° | 2.70x10
Energy 275 185 | 88x10* | 256x10°
Controller




Comparing the performance of the two controllers
without the estimator, both have very similar results.
Considering the standard deviations of these
averages (not shown here) the dlight differences are
insignificant. This is true with the exception of the
spin rate acuracy where the predictive controller is
considerably better.

Table 3 —Simulation Results with Estimator

Settling Pointing Spin Rate Energy
Timeto 5 Accuragy Accuragy (Joules)
(orbits) (deg) (radls)
Predictive
(fvgﬂgg”sfn 8.76 322 13x10* | 3.84x10°
Sensor)
Predictive
fv‘jl';gos”ui’ 9.18 314 12x10* | 4.09x10°
Sensor)
Energy
Controller 4 5
(with Sun 2.74 204 65x10 2.70x10
Sensor)

Table 3 shows the results for the two controllers
with the estimator included. This table dso shows
the results for the estimate with and without the sun
sensor, for the predictive controll er.

Looking at the effed of the estimator on the
predictive controller, the pointing accuracy has
deteriorated from =1.8° to =3.2°. Similarly, the spin
rate acoracy has been haved. The eergy
consumed has also increased dightly. Considering
the dfed of the estimator on the energy controller,
the reduction in accuragy is much smaller. Pointing
acaragy is reduced from =1.8° to =2.0°. Spin rate
and energy consumed are nat significantly affeced.
Thus, comparing the controller + estimator
agorithms, the energy controller is better from
pointing accuracy, rapid setting and energy
standpoints. However, the predictive controller still
has a better spin rate acaragy.

Table 4 —Comparisons to Alpha-Beta Controll er

Settling Pointing Energy
Timeto 1° Accuracy Consumed
(orbits) (deg) (Joules)
Alpha-Beta ]
Controller No Settling 1.26 320x10°
Predictive
Controller 4.00 014 166x10°
Energy -
Controller 0.80 001 251x10
Tuned Predictive 180 002 E———
Controller

For a controller + estimator algorithm to be used
with PoSat-1, it must perform better than its current
apha-beta controller. In Table 4, results of the
apha-beta, predictive and energy controllers are
compared with no estimator in the loop and no spin
control. The alpha-beta controller does not require
an estimator and can na control spin, hence the
three control agorithms were compared urder the
same drcumstances.

The energy controller clealy has the best pointing
acaragy and settling time. However, the energy
consumed is considerably larger than that used by
the dpha-beta controller. The predictive controller
outperforms the dpha-beta controller regarding
pointing accuracy and settling time, but energy
consumption is high too. This shows that, to use
either the predictive or the energy controller their
energy consumption must be reduced. Both the
predictive controller and the eergy controller
contain a number of parameters that can be adjusted
to change their performance To improve the overall
controller + estimator performance, the estimator
and the controller parameters can be tuned together
in closed loop. Only limited exploration of this sort
of tuning has been possgble during this work, but the
last row of Table 4 shows results that were obtained
after the predictive controller was tuned to reduce
energy consumption. Comparing these to the dpha-
beta ntroller results, the controller now uses
similar energy but with a pointing accuracy about 50
times better. It is also ndiceable that these acuracy
results are better than the pre-tuning controller
results. Furthermore, it should be noted that the
energy controller was tested with unrestricted
aduators, while the predictive controller uses
restricted aduators. Nonetheless their performance
under such distinct conditionsis smilar. Usualy, the
energy controller produces bad results with
restricted aduators.

6. CONCLUSIONS AND FUTURE WORK

A Kaman Filter attitude estimator using
magnetometers and sun sensors has been devel oped
and implemented showing, in redistic simulations, a
pointing accuracy of =0.6° and a spin rate error of
=0.4%. A genetic dgorithm has been used to tune
the Kalman filter estimator. With the estimator in
the loop the system worked best with the energy
cortroller where there was an accuracy lossof only
0.2 degrees. With the predictive controller the drop
in performancewas nealy 1.4 degrees. The obtained
results suggest that these controll ers outperform the
benchmark alpha-beta controll er regarding acairagy.

Further work on closed loop tuning could reg
significant rewards. It has been shown that tuning
the ontrollers can make major improvements in
aress like eergy consumption and pointing
acaragy. Another important areanot considered so
far is the procesdng time required by the estimator
and controller. On a small satellite it is important to
minimise the cmmputation effort that is required to
control the dtitude. Currently the predictive and
energy controllers with the estimator use about three
times more CPU time than the dpha-beta controll er.
One potential method to reduce the computation
effort associated to the estimation would be to



lineaise the equations of motion about a number of
key attitudes and then use a gain scheduling
controller to determine the motion between these
lineaised points. At the moment the eguations are
lineaised a every time step, a time @nsuming
process. In ared satellite, the dtitude perturbation
from the stabili sed pasition will be small, and so few
attitude way-points would be required to adieve
acairate results.
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APPENDIX A
Extended Kalman Filter Algorithm [2]

1) Calculation of Kalman Gain

K = R<+1/kHI-<r+1lk[Hk+1/kPk+1/kH|I+1/k + R] ' (10)
where K., is the Kalman Gain Matrix (7x3), Pk iS
the perturbation covariance matrix (7x7) at time k+1
given the measurements at time k, R is the
measurement error covariance matrix (3x3) and
Hy.1x 1S a (3x7) matrix defined as foll ows:

Hiak =[03x3 h h h h4] (11)
where h = dg(qobo,b,m, G (is the i" estimated

ik
comporent of quaternion g at time k and by iS
the model magnetic field vedor (in OCS) at time
k+1.
2) Update the State

AZs1n = K1 (Oneas k1 = D X Byep 41) (12)
Zeariin = Ly F 920 10 (13)

where Z,,,,, is the etimated state vedor at time
k+1 given the measurements at k,

=[x 94 @ q o o qf

Pmeask+1 1S the measurement magnetic field vedor (in
SCS) at time k+1, QJis the x component of the

angular velocity in SCS w.rt. ICS and D is the
rotation matrix from OCS to SCS as defined below:
mﬁk _aik _fék 'fo G *Corblas) Gl ~Gpplur) E (14)
D=02Gubo ~Geilas)  —O+0, —C 8 2Bpuly +Guba) T
H260 o+ Gorlas)  2Gorlpe ~Gude)  — G B+ + G
3) Update the Covariance Matrix
The perturbation covariance matrix is updated using
(16) where Hy.1x+1 is cdculated from (12) except
that the quaternions at time k+1 are used instead of
at timek.

I2+:I1k+1 ={I (A _K<+1 +J/k+J,] Bﬂ/k[l (@) _K(+l|_l(+]1k+J,]T +K<+1H<<I;—1 (15)
4) Propagate State Vedor

A k+2 A A
Zk+2/ k+1 :I 1 fk+1(zk+l/ k+1? k +1)dt + Zk+l/ k+1 (16)

K+

- Lo JN
Whefe fk+1(zk+1/k+1’ k +1) =0 .S‘ O

0d O

q = Qq ’ and Qsi =1 _l[ngg + nctrl _Qsi X(IQsi )]
(Ngy is the control moments vedor).
ngg = 30)5(' x IZ)D33[_ D23 D13 O]T

E 0 QL -QL Q;%
1pQ, 0 Qp Qi
20y - 0 Q;B

FQ, -Q, -Q, 0fF
Dj isan element of D and QJ is the x comporent of
angular velocity in SCSw.r.t. OCS.
5) Propagate the Perturbation Covariance Matrix
Rz = q)k+2/k+1Pk+1/k+lq)-ll<—+2/k+1 +Q, (17)
where Q is the system error covariance matrix,
Dz = Ny + FZy e, K+ DAL,

g:

R Q0
F(Zk+l/k+1'k+1)52: D .S' D!
0o O

&, = 1o, -0, x1Q, -Q, x18,],
ony, isgiven by

. (18)
Jag = 6gp (Ix = 12).
3 Do + Deap — Deae + Deagp — Deatp — Deap — Doy — Deae 0
B0 - DG~ Doy - Dp Doop+ Dot — Dot + By
O n n n n O
SQA -0 q; E
1 63 ﬁ4 _dl[
x=Qq+px,, p==27 'L
== L C
oo G Gap
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