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Abstract

We propose the use of motor vocabulary, that express a
robot’s specific motor capabilities, for topological map-
building and navigation.

First, the motor vocabulary is created automatically
through an imitation behaviour where the robot learns
about its own motor repertoire, by following a tutor and
associating its own motion perception to motor words.
The learnt motor representation is then used for build-
ing the topological map. The robot is guided trough the
environment and automatically captures relevant (omni-
directional) images and associates motor words to links
between places in the topological map. Finally, the cre-
ated map is used for navigation, by invoking sequences
of motor words that represent the actions for reaching a
desired goal. In addition, a reflex-type behaviour based
on optical flow extracted from omnidirectional images is
used to avoid lateral collisions during navigation.

The relation between motor vocabulary and imitation is
stressed by the recent findings in neurophysiology, of vi-
suomotor (mirror) neurons that may represent an internal
motor representation related to the animal’s capacity of
imitation.

This approach provides a natural adaptation between the
robot’s motion capabilities, the environment representa-
tions (maps) and navigation processes. Encouraging re-
sults are presented and discussed.

1 Introduction

In this paper, we propose the use of motor representa-
tions, in the form of a motor vocabulary, for topological
map-building and navigation. These motor representa-
tions describe the robot’s motor repertoire and are created
through an imitation process. Incorporating motor repre-
sentations into topological maps allows a natural adapta-
tion between the robot’s motion capabilities, the environ-
ment representations (maps) and navigation processes.

Topological maps have proved suitable for global navi-
gation tasks, such as “going to a distant place” in an ex-
tremely robust manner [8]. In contrast to geometric repre-
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sentations, they encode global information of the environ-
ment in a qualitative manner, thus relaxing the need for an
absolute and precise localization. Topological maps are
often represented as graphs where nodes represent visual
landmarks and links contain information about actions or
directions.

In [15], landmarks are represented by images of a corri-
dor and links are associated to forward motion or, in spe-
cial cases, to turns. In [2, 10], a reactive approach is used.
Both geometric and topological descriptions are created
in real-time where active nodes/behaviors and links spec-
ify the robot motion, as bearing and compass information.

Recently, omnidirectional images have been used in the
context of visual (topological) navigation, as the large
field of view significantly improves the robustness of lo-
calization and tracking. In [16], the map is composed
of omnidirectional images compressed using Principal
Component Analysis. Each node in the graph corre-
sponds to a reference position and is associated to a spe-
cific set of actions (turn right, forward, etc). In [11], om-
nidirectional images are used not only for localization but
also for determining the steering angle and performing
obstacle detection.

Considerably much less attention has been given to the
problem of creating these maps. Also, in most cases,
maps are associated to motion directions or sensor read-
ings which, to a large extent, are coded a priori. Our
approach is substantially different from the existing pre-
vious work, mainly in the way we use motor representa-
tions both for (topological) mapping and navigation.

Using motor representations in the context of mapping
and navigation seems a natural process for humans when
describing or exploring the environment. When giving
directions towards a desired goal point, humans describe
the environment’s topology as a sequence of “motor ac-
tions”, part of a “motor vocabulary” that represents the
human’s motion repertoire. The advantage of associating
a motor vocabulary to topological mapping/navigation is
two-fold: (i) it offers the ability of describing routes in
the environment (mapping) and (ii) the execution of those
actions, actually corresponds to following a determined



path in the map (navigation).

Rather than programming these motor representations for
a mobile robot, they can be learnt automatically through
imitation. While mimicking the teacher’s actions, the
robot explores its motion repertoire and associates its own
actions and proprioception to motor words.

Thus, the created motor vocabulary naturally encodes
the robot’s specific motion capabilities. Besides defin-
ing a human-robot interface as in [1], we propose to use
the learnt vocabulary for creating topological representa-
tions of the environment. When the user guides the robot
throughout the environment, the system collects pictorial
information about the workspace and memorizes its own
actions in terms of the motor vocabulary. Nodes of the
topological map are represented by omnidirectional im-
ages, while links are associated to motor words that have
a specific internal representation for each robot.

Finally, after creating the topological map, it can be used
for navigation simply by retrieving the visual informa-
tion and by invoking the sequence of motor commands
between the initial position and the final goal.

Besides the topological navigation layer, the robot is en-
dowed with a reflex-type behaviour in order to avoid lat-
eral collisions with walls and objects during motion. For
that purpose, the robot’s linear and angular velocities are
controlled as a function of optical flow measurements in
the omnidirectional images.

Interestingly, the intimate relation between imitation and
internal motor representations has been stressed by recent
findings in neuroscience. A special group of visuomo-
tor neurons, designated mirror neurons, was found in the
monkey premotor cortex (area F5) [4]. Those neurons be-
come active both when the monkey acts on an object or
when it observes another monkey or experimenter mak-
ing a similar action. A similar structure seems to exist
in the Brocca’s area of the human brain. These neurons
probably represent a mechanism that matches observed
events to internally generated actions. They may provide
a way for coding a motor vocabulary. Words correspond
to the motor repertoire and could also be the basis of the
mechanism of action imitation and understanding [12].

Section 2 describes the basic imitation behaviour and how
the robot learns and creates the initial motor vocabulary.
Section 3 shows how to use this motor vocabulary for
building topological maps and Section 4 explains how op-
tical flow in omnidirectional images is used for defining a
reactive level of navigation. Results are included in Sec-
tion 5 and Section 6 presents conclusions and ideas for
future work.

2 Learning a motor vocabulary by imitation

Because our robot’s motion is restricted to the ground
plane, the imitation ability was implemented as a person-
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following behavior. While following a person, the robot
learns how to associate a label (motor word) to its own
perception of the executed motion. The created motor vo-
cabulary (set of labels) is defined by the user during the
learning phase and may have as many labels as wanted.

2.1 Person following

Usually a person-following behaviour requires skin seg-
mentation and involves a great computational effort [5,
14]. For simplicity, we assumed that the user carries a
distinctive blue-colored rectangle. The target is first de-
tected using the hue channel of frontal images captured
by a colour camera. Noise in the resulting binary image is
filtered through morphological operators and the largest
remaining blob is selected. The contour is detected and
the rectangle lines are estimated by a robust fitting proce-
dure [6]. Finally, the corners coordinates are determined
from the lines intersection, as shown in Figure 1.

Figure 1: Detection of the blue rectangle’s corners for
the following behaviour.

A visual servoing strategy [7] was used for implementing
the following behaviour. The goal consists in following
the blue rectangle at a predefined distance (1m) and ori-
ented toward its center.

The camera optical axis (Z-axis) is parallel to the ground
plane (X Z-plane) and aligned with the robot’s forward
direction. The motion of each corner of the rectangle in
the image (x;, y;) can be related to the camera motion by
an image Jacobian matrix. Since the experimental plat-
form has only two degrees of freedom, 7', and w,, the
expression for the Jacobian can be simplified. Assuming
a pinhole camera model, the image motion of each corner
is expressed as:
iEl/Zl —-1- :Uf Tz

, i=1.4 (1)
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where Z; denotes the depth from the rectangle’s corner to
the camera projection center.

Considering the four corners, we stacked together the in-
dividual Jacobian matrices associated to each pair of co-



ordinates, yielding the following system:
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The control error, €, is defined as the difference between
the rectangle’s corners coordinates and the reference po-
sitions (indicated by the sub-index d):

€= [501 —21d Y1 — Yid

The feedback control law to determine the robot veloci-
ties needed to compensate that error, is obtained through
the pseudo inverse, J T, of the total image Jacobian [3].
The motor commands sent to the robot are given by:

T,
L’y ]
where « is a proportional gain. The image Jacobian (see
Eq. (2) depends on the Z-component of each corner point
that cannot be estimated with just one image. As an alter-
native, we use Z = Z,4, where Z; is the desired reference

distance (1m). Local convergence of the control law is
guaranteed in the vicinity of Z 4.
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2.2 Learning a motor vocabulary

The following/imitation behaviour described previously
allows the robot to learn a motor vocabulary. The user
can teach the robot as many words as he/she wants (one
word at a time). While the user executes a given mo-
tion pattern, identified by a specific motor word, the robot
starts the following behavior and uses its proprioception
of linear and angular velocities (v, w) as its internal rep-
resentation of that movement. The values of (v, w) are
retrieved from encoder readings.

For each motion, we use a robust estimate of the mean
angular and linear velocities to describe the correspond-
ing motor word and to define the separation between the
various movements. Once the vocabulary is learnt, the
robot can recognize movements and associate them to
the corresponding motor word. Movement recognition
is accomplished with a Bayesian classifier, using the Eu-
clidean distance as the discriminant function.

3 Using a motor vocabulary for topological
mapping and navigation

Besides defining an human-robot interface based on ac-
tions, we utilize the motor vocabulary for topological
map building and navigation.

T
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3.1 Mapping

For map building, the user guides the robot inside new
halls, corridors and rooms exactly in the same way as for
teaching the vocabulary. While following the guide, the
robot builds the topological map by a process of captur-
ing omnidirectional images to define nodes, classifying
its own movements using the motor vocabulary and asso-
ciating motor words to links in the map.

The decision of whether or not inserting a new image
(node) in the topological map is taken based on a compar-
ison with the previously stored reference image. The sum
of squared differences (SSD) is used as a metric to assess
the difference between two images in two ways. On one
hand we seek for the rotation between two images that
yield the minimum SDD value. On the other hand, the
resulting SDD value describes the intrinsic difference be-
tween the two images (i.e. after rotation compensation).
New reference images (landmarks) are stored whenever
the current image differs substantially from the previous
reference, i.e. when the SSD-value exceeds a predefined
threshold, or the angular difference between the images
is greater than 30°.

Figure 2 illustrates the orientation estimates obtained
with the correlation method during a pure rotation of the
robot. The first image is taken as the reference and used to
compare with other captured images. The angular differ-
ence reaches 30° for the 20t* image. An example of the
variation of the SSD-value when the camera translates is
shown in Figure 3 to illustrate the rules for updating robot
position during map navigation.
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Figure 2: Increasing on the angular difference calcu-
lated by correlation for images taken during a rotation
of the robot.

While images are captured and compared, the robot pro-
prioception of motion is classified using a motor word.
Whenever a new node/image is stored, the most fre-
quently selected motor word, between the new node and
the previous one is attributed to the corresponding link.



To allow for bidirectional motion, we associate to each
link not only the learnt motor word, but also its dual: a
left turn in one direction must be changed to a right turn
when traveling in the opposite direction. Distances be-
tween references, obtained from odometry, are also mem-
orized.

After the robot has visited the entire workspace, perform-
ing the processes just described, the topological map is
completed and can be used for navigation.

3.2 Navigation

In the navigation mode, when the robot is asked to re-
turn to a specific place, it starts by localizing itself. This
is accomplished by comparing the initial image with the
whole map. The best match (lowest SSD) defines the
starting position and the robot’s orientation with respect
to the map.

Once the initial localization is completed, the system de-
termines the shortest path to the goal point. Notice that
the robot does not use distance values to navigate but just
to evaluate the best path. Having selected the path to fol-
low, the sequence of motor words along the determined
route is defined and represents the motions required to
drive the robot to the goal. Before it starts moving, the
robot corrects its orientation to 0° or 180° relative to the
initial reference image considering the defined direction
of motion.

When executing a motor command, the robot monitors its
progress along the route by comparing the captured im-
ages against map reference images. Every captured im-
age is correlated with the current node/position (S.S D[k])
and the subsequent one (SSD[k + 1]) in the path. The
robot position is updated if SSD[k + 1] is consistently
(6 consecutive times) lower than SSDI[k], or if the ra-
tio (SSD[k + 1]/SSD[k]) is less then 0.8. In both cases,
that means the robot is closer to image Tiggays and that the
actual position should be updated. Whenever a new po-
sition is reached, the subsequent command is determined
by the motor word stored in the following link. This be-
havior continues until the final location is reached. Figure
3 shows the variation of the SDD for images taken while
navigating from nodes I to /7 of a map. The SSD-values
for both reference positions are approximately the same
halfway between the nodes. When the ratio drops below
the chosen threshold of 0.8 (vertical line in Fig. 3), the
robot’s position estimate is updated.

4 Reflexive behaviour

The previous section described how the robot uses a mo-
tor vocabulary for topological mapping and navigation.
However, this strategy for topological navigation does not
allow the robot to avoid collisions with walls and objects.
To overcome this problem, we included a reflex-like nav-
igation module that controls the robot’s velocity based
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Figure 3: Evolution of the SSD for images taken between
nodes 8 and 7. Correlation with images Ref-8 and Ref-7
are represented by asterisks and circles, respectively.

on optical flow measurements. The same omnidirectional
images used for localization are used for optical flow es-
timation. With a hemispherical field of view, the number
of features that can be tracked increases and either the fo-
cus of expansion (FOE) or the focus of contraction (FOC)
will be visible in the image.

Figure 4: Two consecutive omnidirectional images (a)
and the estimated optical flow during map navigation (b).

Image motion is computed using the tracker of Lucas and
Kanade [13, 9]. When navigating inside a corridor, the
robot compares the estimated flow on the walls in order
to align itself with the center of the corridor, by adjusting
its linear and angular velocities. Thus, while the robot
checks/updates its current position and executes a motor
command defined in the map, it keeps a reflex to maintain
the robot centered in the corridor avoiding lateral colli-
sions. Figure 4 shows results on optical flow estimation
on omnidirectional images inside a corridor.



Currently, this motion-based reflex has been tested in
corridor-like environments. We plan to extend its usage
to less structured environments and to include this infor-
mation also during the vocabulary learning phase.

5 Experiments and Results

Experiments were done with a TRC Labmate platform,
equipped with a PIIMMX-350MHz on board computer.
A color camera is used for the following behaviour and
a B&W catadioptric omnidirectional camera is used to
capture images of the environment. The omnidirectional
system is mounted on the top of the robot with its axis
coincident to the platform’s rotation axis (see Figure 5).

Figure5: The robot (a) and the catadioptric system (b).

For the following behaviour, the control loop runs ap-
proximately at 1.25 H z when using 240 x 320 images for
tracking the blue rectangle.

Using the person-following/imitation behaviour, a simple
motor vocabulary was created by guiding the robot as de-
scribed in Section 2. Figure 6 shows the clusters found in
the (v, w) space, for each taught word/movement. Points
in gray represent the selected samples while those in
black correspond to outliers. Mean values are represented
by asterisks and the lines separating the various clusters
are also shown. The created vocabulary is detailed in Ta-
ble 1.

After learning the motor vocabulary, the robot was again
guided through the environment to create a topological
map. The executed path is shown in Figure 7. The map
has three branches that correspond to the floor corridor
(nodes 1 to 13), the main entrance (nodes 1 and 14 to 22)
and the lab entrance (nodes 1 and 23 to 29). Of course,
specific nodes can also be identified by special names like
Vision Lab, Room 7.22, Meeting Room, etc.

After that, some navigation experiments were conducted
using the automatically built map. Two examples are
shown in Figure 8. In the first one (plot-a), the robot
was asked to go to node 10. Node 20 was determined
as the initial position and a sequence of motor words was

482

Movement Clusters

Angular velocity (rad/s)

I I I I I 1
-0.15 -0.1 -0.05 0 0.05
Linear velocity (m/s)

0.1 0.15 0.2 0.25

Figure 6: Clusters of the created motor vocabulary.
Gray/black points correspond to inliers/outliers. Mean
values and separation between the various classes are
shown.

N | Motor Word | © (m/s) | w (rad/s)
W1 | stopped -0.0030 0
W2 | frontslow 0.0314 0.0071
W3 | front fast 0.1127 0.0086
W4 | front right 0.1228 -0.1093
W5 | front left 0.0960 0.1492
W6 | right turn -0.0035 -0.2816
W7 | leftturn -0.0034 0.2955
W8 | back slow -0.0619 0.0139
W9 | back fast -0.1897 0
W10 | back left -0.1093 -0.1709
W11 | back right -0.1013 0.1792

Table 1: Motor vocabulary and mean values for linear
and angular velocities of each word.

defined from the map links. The path to the goal was
computed as the sequence of nodes “20-19- ... -14-1
- 2-...-10". Places where the robot updated its position
are indicated by asterisks in the graph.

In the other experiment (plot-b), the robot was asked to
go to node 27. Position 10 was the initial position. The
robot started away from the center of the corridor and
corrected its path while updating its position in the map
and executing the motor commands. The trajectory con-
trol was accomplished by visual servoing on optical flow
measurements estimated from omnidirectional images.

For some moments in both experiments, the robot’s di-
rection of motion was opposite to that used during map
construction. Thus, the sequence of motor words was de-
fined by dual motions. The facility to handle motion in
various directions is largely enhanced by the use of om-
nidirectional images.
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Figure 7: Robot trajectory (odometry plot) during map
building. Asterisks correspond to map nodes.
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Figure 8: Robot trajectories (odometry plots) when nav-
igating from node 20 to 10 (a) and from node 10 to 27
(b). Asterisks indicate position updates. Robot velocity
control is made trough optical flow measurements.

6 Conclusions

In this work, we used a motor vocabulary for topo-
logical map-building and navigation by a mobile robot.
The vocabulary is learnt by the robot through a imita-
tion/following behaviour where the motor words are as-
sociated to the robot’s proprioception.

Associating a motor representation to topological maps
seems to be a flexible way of exploring the environ-
ment considering the available motor capabilities. It al-
lows a natural adaptation between the robot’s motion
repertoire, the environment representations and naviga-
tion processes.

In addition, a reflex-type behaviour was implemented to
avoid lateral collisions of the robot during navigation. It
is based on optical flow extracted from omnidirectional
images whose large field of view improves the system
robustness.
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The obtained results are encouraging and, as the next
step, we hope to extend the robot’s proprioception, in-
cluding the optical flow estimates to the learning phase
for the vocabulary definition and topological mapping.
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