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Globally Asymptotically Stable Sensor-Based
Simultaneous Localization and Mapping

Bruno J. N. Guerreiro, Member, IEEE, Pedro Batista, Member, IEEE, Carlos Silvestre, Member, IEEE,
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Abstract—This paper presents the design, analysis, and experi-
mental validation of a globally asymptotically stable (GAS) filter
for simultaneous localization and mapping (SLAM), with applica-
tion to unmanned aerial vehicles. The SLAM problem is formu-
lated in a sensor-based framework and modified in such a way that
the underlying system structure can be regarded as linear time
varying for observability analysis and filter design purposes, from
which a linear Kalman filter with GAS error dynamics follows
naturally. The performance and consistency validation of the pro-
posed sensor-based SLAM filter are successfully assessed with real
data, acquired indoors, using an instrumented quadrotor.

Index Terms—Aerial robotics, globally asymptotically stable
(GAS), mapping, sensor fusion, simultaneous localization and
mapping (SLAM).

I. INTRODUCTION

R ELIABLE navigation and positioning of unmanned aerial
vehicles (UAVs) are fundamental for any autonomous

mission, particularly in unknown environments where absolute
positioning systems are absent or unreliable. The motivation for
this study arises from the usage of autonomous rotorcraft for
automatic inspection of critical infrastructures and buildings,
such as bridges, electric power lines, dams, construction areas,
etc. Near these structures, the global positioning system signal
may be unreliable or nonexistent, whereas the electromagnetic
interference and the existence of ferromagnetic materials may
degrade any magnetometer measurement to the point of becom-
ing unusable. This is of special importance as these dynamically
unstable vehicles have to work as close as possible to the inspec-
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tion target. The use of aided navigation techniques, as proposed
in this study using a simultaneous localization and mapping
(SLAM) algorithm, aims to solve this problem in such a way
that these sensors are made redundant.

Over the past decades, the research community has devoted
tremendous effort in the field of probabilistic SLAM. The semi-
nal works that established the statistical foundations to describe
the relationships between landmarks and their correlations in-
clude [1]–[3]. Further research showed that a full and consis-
tent solution to this problem would require all the vehicle pose
and map variables to be considered in a single, and potentially
large, state vector. This requirement made the problem intrinsi-
cally nonlinear and one of the technical solutions that emerged
from this challenge was to use the much celebrated extended
Kalman filter (EKF) [4], [5]. For a detailed survey and tutorial
on SLAM, see [6]–[8], and references therein, which include a
significant number of successful implementations of SLAM al-
gorithms in real-world scenarios. The association of measured
and state landmarks is one of the major sources of inconsis-
tency in SLAM algorithms and considerable effort has been put
into this issue. Several strategies have emerged, namely, sim-
plistic nearest neighbor validation gating, joint compatibility
branch and bound (JCBB) [9], combined constrained data asso-
ciation [10], and other strategies, such as multihypothesis data
association or particle filters, that imply changes or a different
algorithm.

A general proof of global convergence for the EKF, to the best
of the authors’ knowledge, is yet to be found. Nonetheless, there
are some notable SLAM convergence results [11], [12], which
usually assume that the linearized system matrices are evaluated
at the ideal values of the state variables. This linearization may
lead to inconsistency as it was first pointed out in [13], and sub-
sequently, acknowledged and discussed in [12], [14], and [15].
In order to minimize the inconsistency problems induced by
the linearization, some algorithms have been proposed, such as
the robocentric map joining algorithm [16], or the first-estimates
Jacobian EKF [17]. The robocentric map joining approach bears
resemblance to the method proposed in this paper, in the sense
that the filtering process takes place in the sensor or vehicle co-
ordinate space. In [18], Bishop and Jensfelt resort to stochastic
stability concepts to provide results concerning the bounded-
ness and convergence of the expected estimation error of an
EKF-based polar SLAM for a unicycle model in the presence of
noise, when there is access to both linear and angular velocity
measurements.

The contribution of this paper is the design, analysis, and
experimental validation of a novel 2-D sensor-based SLAM
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Fig. 1. Instrumented quadrotor.

filter, which can be used in structured 3-D environments if the
altitude is included in the system dynamics, as part of an in-
tegrated SLAM algorithm, that: 1) has globally asymptotically
stable error dynamics; 2) resorts to the linear and angular mo-
tion kinematics, which are exact; 3) can be generalized into
full 3-D SLAM, if 3-D landmarks are available; 4) builds on
the well-established linear time-varying (LTV) Kalman filter-
ing theory; 5) explicitly estimates the rate gyro bias, merging
low-bandwidth landmark observations with high-bandwidth rate
gyro measurements; and 6) is validated in terms of performance
and consistency, using real data, acquired using an instrumented
quadrotor, shown in Fig. 1. The result of this filter is the solution
of the SLAM problem in the vehicle frame, where the vehicle
pose is deterministic, as it is simply that of the vehicle frame, and
the positions of the landmarks rotate and translate according to
the vehicle motion, in a similar fashion to what happens in [16].
An essential feature of the proposed filter is the modification
of the nominal nonlinear system dynamics such that it can be
regarded as LTV for observability and convergence analysis pur-
poses, even though it still is intrinsically nonlinear. Conversely,
the system dynamics described in [16] include the full odometry
of the vehicle in the state vector, rendering the use of the observ-
ability analysis strategy proposed hereafter nontrivial. It must
also be stressed that the system dynamics used in the design and
analysis of the proposed Kalman filter are exact and no approx-
imations or linearizations are performed. The proposed solution
builds on previous sensor-based navigation filters that are pro-
posed in [19]–[21]. Regarding the work presented in [18], the
main contribution of this paper is that the observability results
are global and constructive, in the sense that both necessary and
sufficient conditions for observability are derived, with clear
physical interpretation, and a system structure naturally appears
for observer design purposes, yielding globally asymptotically
stable error dynamics. Furthermore, the proposed formulation
enables the solution of the SLAM problem even in the absence
of linear velocity measurements, which are not usually available
for aerial platforms. If available, these measurements could be

used in the proposed filter to further improve the quality of the
obtained estimates. A map described in an Earth-fixed reference
frame can also be obtained by including unobservable position
and direction landmarks that represent the reference frame in
the sensor-based frame or, alternatively, by formulating an al-
gorithm under the scope of the extended Procrustes problem, as
detailed in the preliminary work presented in [22].

A. Paper Structure and Notation

The paper is organized as follows. Section II introduces the
problem at hand, including the sensor-based paradigm and the
nominal system dynamics. A constructive observability analysis
is carried out in Section III and Section IV details the design of
the sensor-based SLAM filter. The experimental results using
an instrumented quadrotor platform are presented and discussed
in Section V. Finally, the conclusions and directions of future
work are provided in Section VI. A preliminary version of this
study can be found in [22] and [23]. In addition to the detailed
derivation and discussion of those results, this paper presents
necessary and sufficient observability conditions, for position-
only landmarks and for position and direction landmarks. More-
over, a loop-closure algorithm is implemented for an improved
consistency validation of the proposed algorithms.

Throughout the paper, the symbol 0n×m denotes an n × m
matrix of zeros, In an identity matrix with dimension n × n,
and diag(A1 , . . . ,An ) a block diagonal matrix. When the di-
mensions are omitted the matrices are assumed to be of appro-
priate dimensions. For some a,b ∈ R3 , S(a) is the 3-D skew-
symmetric matrix such that S(a)b is the cross product a × b,
and for some a ∈ R, S(a) denotes the 2-D skew-symmetric

matrix S(a) =
[

0 −a
a 0

]
.

II. PROBLEM STATEMENT

The traditional EKF-based SLAM filtering solution models
the estimated features and vehicle pose in an absolute coordinate
frame, usually denoted as the Earth-fixed reference frame, while
the measurements are obtained in body-fixed coordinates, i.e., in
the frame rigidly attached to the vehicle. Even in the 2-D space,
the dynamic equations of this system require a representation
of the attitude of the vehicle to transform each measured land-
mark from the sensor space into the reference frame using, for
instance, rotation matrices, quaternions, or Euler angles. Thus,
the system equations are usually linearized to compute the state
pseudo-covariance matrix, potentially resulting in inconsistency
or even failure of the SLAM filter, as pointed out in [13] and [15],
mainly when the linearization condition is systematically far
from the actual attitude of the vehicle. Moreover, the employ-
ment of attitude representations necessarily carries pitfalls such
as singularities, topological limitations to achieve continuous
global stabilization, double covering, slow convergence near un-
stable equilibrium points, or unwinding phenomena, depending
on the parameterization, as detailed in [24] and [25]. A remark-
able and successful effort to reduce the inconsistency related to
these linearizations was proposed in [16], with the redefinition
of the SLAM dynamics in a vehicle-centered representation,
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which was shown to have better consistency properties both in
simulated and real-world environments. Nonetheless, this ap-
proach still considers the estimation of the incremental vehicle
pose (driven by the odometry) by including these variables in
the state vector. The Earth-fixed reference frame is also included
in the mentioned work as an unobservable state, which is inte-
grated in open loop using odometry estimates of the vehicle
motion, and is used afterwards to transform the map and vehicle
trajectory back into the reference frame.

The concept of the sensor-based SLAM approach that is pre-
sented in this paper is the design of the filter directly in the space
of the sensors, taking into account the original noise character-
istics of each sensor. At each instant, the vehicle can localize
itself trivially, at the origin of the robocentric frame, and have
a local representation of the environment map using landmarks.
Nonetheless, the filter avoids the use of any representation of
the pose of the vehicle both in the measurement equation and
in the state equations concerning the representation of the en-
vironment. Using techniques similar to [22], the full pose of
the vehicle in the Earth-fixed frame can also be computed at
each sampling instant, by using exclusively the history of the
sensor-based map of the environment. It is noted that the pro-
posed technique is in line with, and complements, the so-called
sensor-based control paradigm, as the quantities in the sensor
frame, required for control purposes, are readily estimated by
the filter presented in the sequel.

A. Nominal Nonlinear System Dynamics

Let E denote the Earth-fixed reference frame, B the body-
fixed frame, and E

B R(t) ∈ SO(3) the rotation matrix from B to
E. Let also E pB (t) ∈ R3 denote the position of the origin of
B, described in E, and vB (t) ∈ R3 the velocity of the vehicle
relative to E, expressed in B. The linear and angular motion
kinematics of the vehicle are given by

{
E ṗB (t) = E

B R(t)vB (t)
E
B Ṙ(t) = E

B R(t)S[ωB (t)]

where ωB (t) ∈ R3 is the angular velocity of the vehicle relative
to E, expressed in B. Consider also the ZYX-Euler angles which
can be used to decompose the rotation matrix E

B R(t) as E
B R(t) =

Rz (ψ(t))Ry (θ(t))Rx (φ(t)), where φ(t), θ(t), and ψ(t) denote
the roll, pitch, and yaw angles, respectively, whereas Rx (.),
Ry (.), and Rz (.) denote the rotation matrices about the x-, y-,
and z-axes, respectively.

Assuming that an inertial measurement unit (IMU) is aligned
with B, the rate gyros provide angular velocity measurements,
ωB g (t) ∈ R3 , corrupted with bias and noise, as given by

ωB g (t) = ωB (t) + bω (t) + nω (t)

where bω (t) ∈ R3 denotes the bias of the triaxial rate gyro,
which is slowly time varying, and nω (t) ∈ R3 corresponds to
the rate gyro noise. As the rate gyro measurements will be used
in the system dynamics, the estimation of the measurement bias
will be of paramount importance for the consistency of the
filter. Using standard filtering techniques (see for instance [26]
and references therein), the roll and pitch angles can be obtained

using only rate gyros and accelerometer measurements, enabling
the definition of a horizontal body-fixed frame H , such that
E pH (t) = E pB (t) denotes the position of frame H described
in frame E, E

H R(t) = Rz (ψ(t)) the rotation from frame H to
frame E, and H

B R(t) = Ry (θ(t))Rx (φ(t)) the rotation from B
to H .

Using the rotation matrix H
B R(t) and the known pose config-

uration of the sensor relative to frame B, the measurements of
a laser scanner mounted horizontally in the vehicle can be pro-
jected into H and the respective measurement noise covariance
matrix can account for the estimation errors of H

B R(t). In this
way, the laser measurements represent a horizontal profile of
the environment, from which the position of the vehicle and a
map of the environment in 2-D can be obtained using a SLAM
algorithm. The underlying assumption is that the environment
is fairly structured along the vertical direction, that is, with lim-
ited variation of features for different altitudes, which include
indoor environments, outdoor fields with trees, piers, or con-
ventional buildings. It is also assumed that the vehicle is not
too close to the lower and upper boundaries of the environment,
which inside a building would translate into neither being too
close to the ground nor too close to the ceiling. As the SLAM
algorithm herewith derived provides a 2-D position and map
independently of the altitude position, for the sake of clarity and
with a slight abuse of notation, it is considered in the remainder
of this paper that all vectors are in 2-D and all rotation matrices
belong to SO(2), unless otherwise stated.

Consider that each landmark that is detected can be repre-
sented by a 2-D position and some auxiliary characteristics de-
pending on the type of feature. For instance, a wall corner can be
represented by the position of the edge and two line segments,
providing not only a position measurement but also one or two
direction readings. Considering the case of just a single direc-
tion associated with a landmark, the position and the direction
associated with the ith landmark in H , denoted, respectively, by
pi (t) ∈ R2 and di (t) ∈ R2 , satisfy

{
pi (t) = E

H RT (t) (E pi − E pH (t))
di (t) = E

H RT (t) E di

where E pi ∈ R2 and E di ∈ R2 denote the 2-D position and
direction associated with the landmark, respectively, described
in the reference frame E and considered to be static. In the
sensor-based framework, their kinematics can be written as

{
ṗi (t) = − [rg (t) − br (t)] S pi (t) − v(t)

ḋi (t) = − [rg (t) − br (t)] S di (t)
(1)

where S := S(1), rg (t) ∈ R is the z-component of rate gyro
measurement expressed in H , br (t) ∈ R is the corresponding
rate gyro bias, and v(t) ∈ R2 denotes the linear velocity of the
vehicle relative to E, expressed in H . These equations describe
the linear and angular motion kinematics for each landmark,
which are exact. It is also noted that, because the bias term is
expressed in H , it is not constant. Instead, its derivative depends
on the roll, pitch, and respective angular velocities, which can all
be obtained using a complementary filter with globally asymp-
totically stable error dynamics based on the acceleration and
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rate gyro readings; see [26] for details. In the remainder of the
paper, it is considered, without loss of generality for observer
design purposes, ḃr (t) = 0. In the final design, an additional
input is naturally considered to model the exact bias dynamics.

In a SLAM state-space formulation, the full state vector,
here denoted as xF (t) ∈ Rn F , can be decomposed into ve-
hicle specific variables xV (t) ∈ Rn V , and landmark variables
xM (t) ∈ Rn M . In the proposed formulation, the vehicle state
vector is composed by the horizontal linear velocity, v(t) ∈ R2 ,
and the angular velocity bias, br (t) ∈ R, all described in H ,
yielding xV (t) = [vT (t) br (t) ]T . Notice that this vehicle
state vector does not consider any information about the po-
sition and attitude of the vehicle relative to the reference frame.

Each landmark vector, denoted as xi (t) ∈ Rn i , can fea-
ture the position of a landmark and up to two directions,
e.g., to represent a corner landmark it would be xi (t) =
[ pT

i (t) dT
a i

(t) dT
b i

(t) ]T . The set of landmarks, I, consid-
ered in the state vector can be arranged in such a way that
the first m landmarks denote the ones that are visible/observed
and the next p are the nonvisible/unobserved landmarks, re-
spectively, IO = {1, . . . , m} and IU = {m + 1, . . . ,m + p},
yielding a natural decomposition of the landmark state vec-
tor such that xM (t) = [xT

O (t) xT
U (t) ]T , where xO (t) =

{xi (t)} ∈ Rn O for all i ∈ IO , and xU (t) = {xi (t)} ∈ Rn U for
all i ∈ IU .

With the aforementioned introduction and considering that
the linear velocity and the rate gyro bias are slowly time varying,
the complete system dynamics in H can now be written as

⎧
⎪⎨
⎪⎩

ẋV (t) = 0

ẋi (t) = AM V i
(xi (t))xV (t) + AM i

(t) xi (t) ∀i∈I

yi(t) = xi (t) ∀i∈IO

(2)

where considering landmarks with only one direction, it is a
matter of algebraic manipulation to obtain

AM V i
(xi (t)) =

[ −I2 S pi (t)
02×2 S di (t)

]

and AM i
(t) = −rg (t)S2 , denoting Sn as the block diago-

nal matrix formed using n times the matrix S, in this case
S2 = diag (S,S). For the case where there are two directions
associated with the ith landmark, the aforementioned matrices
would be defined as AM i

(t) = −rg (t)S3 and

AM V i
(xi (t)) =

⎡
⎢⎣
−I2 S pi (t)
02×2 S da i

(t)
02×2 S db i

(t)

⎤
⎥⎦ .

The nominal system dynamics (2) assumes that the vehicle has
a constant linear velocity and that the angular velocity mea-
surement bias is also constant. However, by opening the filter
tolerance to model uncertainty, using higher disturbance noise
covariances, it is possible to track these slowly time-varying
variables.

B. Problem Statement

The problem considered in this paper is that of designing a
filter with globally asymptotically stable error dynamics for the
nominal nonlinear system (2), considering also additive system
disturbances and sensor noise. Sections III and IV are intended
to tackle this problem, presenting the observability analysis,
convergence properties, and the SLAM filter design.

III. OBSERVABILITY ANALYSIS

The main focus of this section is to obtain the necessary
and sufficient conditions for the observability of the proposed
formulation of the SLAM problem, with a clear physical inter-
pretation. In addition, the analysis is constructive in the sense
that a Kalman filter can be readily applied, identifying the non-
linear system with a particular LTV system, yielding globally
asymptotically stable error dynamics. The observability analysis
considered in this study is deterministic, as the dynamic model
is considered noise free for analysis purposes. Nonetheless, the
experimental results presented in Section V provide evidence
that the system is, indeed, convergent in the presence of noise.
This approach has been successfully applied in the past by the
authors, for instance in [27].

For observability and filter design purposes, the nonvisible
features are not considered, as they are simply propagated in
open loop and are evidently unobservable. However, the ob-
servability analysis presented in this study shows that this fact
has no influence in the observability and convergence of both
the visible landmarks and the variables related with the vehicle
dynamics, v and br . Discarding the nonvisible landmarks, the
reduced state vector is x(t) = [xT

V (t) xT
O (t) ]T ∈ Rnx , re-

calling that xO (t) = [ xT
1 (t) · · · xT

m (t) ]T ∈ RnO denotes
the vector of visible landmarks, whereas the output vector
is y(t) = [yT

1 (t) · · · yT
m (t) ]T ∈ Rny , with each landmark

output given by yi (t) = [yT
pi

(t) yT
di

(t) ]T for a position land-
mark with one associated direction. Thus, it is possible to rewrite
the nominal nonlinear system (2) as

{
ẋ(t) = A(t,xO (t))x(t)
y(t) = Cx(t)

(3)

where

A(t,xO (t)) :=
[

0nV ×nV
0nV ×nO

AM V (xO (t)) AM (t)

]
∈ Rnx ×nx

AM (t) := diag (AM 1 (t), . . . ,AM m (t)) ∈ RnO ×nO

AM V (xO (t)) := [AT
M V 1

(x1 (t)) . . . AT
M V m

(xm (t)) ]T

and C := [0nO ×nV
InO

] ∈ RnO ×nx . Consider the previous
nonlinear system rewritten as

{
ẋ(t) = A(t,y(t))x(t)
y(t) = Cx(t).

(4)

Assuming that the output signal y(t) is known for all t ≥ t0 , it
can be seen that this dynamic system can be regarded as a LTV
system, even though it still is, in fact, a nonlinear system. As the
system matrix A(t,y(t)) depends on the system output, y(t),
it can be considered a time-varying matrix, A(t) = A(t,y(t)).
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However, this is not a problem for observability analysis and
observer design purposes, as the output is available and can be
considered a known function of t. The same approach has been
pursued in [27], where further details on preliminary results can
be found. In the remainder of this analysis, when referring to
the nonlinear system (4) regarded as LTV, or in short, the LTV
system (4), it is implied that the output signal is considered a
known function of t, and thus, the system matrix A(t,y(t)) is
also a known matrix function of t.

In order to simplify the analysis, let Rg (t) ∈ SO(2) be a ro-
tation matrix such that Ṙg (t) = rg (t)Rg (t)S and consider the
Lyapunov state transformation [28], z(t) := T(t)x(t), which
preserves stability and observability properties, with

T(t) = diag (InV
, TM (t))

TM (t) = diag (T1 (t), . . . , Tm (t))

and Ti (t)=diag (Rg (t), Rg (t)) ∈ Rni ×ni , with ni = 4, con-
sidering a position landmark with one associated direction. It is
a matter of computation to show that the new nonlinear system
is given by

{
ż(t) = A(t,xO (t)) z(t)
y(t) = C(t) z(t)

(5)

which can also be rewritten as{
ż(t) = A(t,y(t)) z(t)
y(t) = C(t) z(t)

(6)

where

A(t,y(t)) =
[

0nV ×nV
0nV ×nO

AM V (y(t)) 0nO ×nO

]
∈ Rnx ×nx

AM V (y(t)) = [AT
M V 1

(y1 (t)) . . . AT
M V m

(ym (t)) ]T

AM V i
(yi (t)) =

[
−Rg (t) Rg (t)Sypi

(t)
02×2 Rg (t)Sydi

(t)

]

and C(t) = CTT (t). The following lemma provides the basis
for the observability analysis of this type of systems.

Lemma 1 ([27, Lemma 1]): Given the system output y(t)
for all t ∈ T = [t0 , tf ], if the observability Gramian W (t0 , tf )
associated with the pair (A(t,y(t)),C(t)) on T is invertible,
then system (6) is observable on T , in the sense that the initial
condition z(t0 ) is uniquely defined.

The first result presented in this study establishes sufficient
conditions for observability of the nonlinear system (4), re-
garded as LTV. The remainder of the observability analysis will
follow by establishing that a GAS observer for the system (4)
regarded as LTV is also a GAS observer for the nominal non-
linear system, which enables the design of such an observer
considering only the system regarded as LTV. Furthermore, it
is also shown that the proposed conditions for observability are
both sufficient and necessary, and that the system regarded as
LTV is uniformly completely observable (UCO). This last result
is the foundation of the design of the proposed GAS observer.

Prior to the first result, a realistic assumption about the de-
tected landmarks is presented, which basically states that all de-
tected position landmarks are different and have nonzero norm,

and that any direction also has nonzero norm. This is the case
when using a laser scanner, since the origin is the laser firing
point and it is impossible to have two laser points of the same
scan with exactly the same bearing.

Assumption 1: For any detected landmark i ∈ IO , its position
and any associated direction satisfies ypi

(t) �= 0 and ydi
(t) �= 0

for all t ≥ t0 . Furthermore, any two detected position landmarks
i, j,∈ IO , with i �= j, satisfy ypi

(t) �= ypj
(t) for all t ≥ t0 .

Theorem 2: Suppose that Assumption 1 holds. Then, the non-
linear system (4) regarded as LTV is observable on T := [t0 , tf ],
in the sense that, given the system output, the initial condition is
uniquely defined, if there exists a time instant t1 ∈ T such that
there exist, at least, either

1) two visible position landmarks, yp1 (t1) and yp2 (t1) or
2) one visible position landmark yp1 (t1) with, at least, one

associated direction yd1 (t1) or
3) one visible position landmark yp1 (t1) with nonzero

derivative, ẏp1 (t1) �= 0.
Proof: As the Lyapunov transformation T(t) preserves ob-

servability, this proof establishes sufficient conditions of observ-
ability for the nonlinear system (6) regarded as LTV, which are
also valid for the nominal nonlinear system (4), also regarded as
LTV. Using Lemma 1, system (6), regarded as LTV, is observ-
able on T if the observability Gramian associated with the pair
(A(t,y(t)),C(t)) on T is invertible. The proof follows by es-
tablishing that this is the case. Considering that every landmark
has an associated direction, the transition matrix associated with
A(t,y(t)) is given by

φ (t, t0) =
[

InV
0

φM V (t, t0) InO

]

where

φM V (t, t0) = [φT
M V1

(t, t0) · · · φT
M Vm

(t, t0) ]T

φM Vi
(t, t0) =

∫ t

t0

Ti(σ)Fi(σ) dσ

and

Fi(σ) =
[
−I2 Sypi

(σ)
02×2 Sydi

(σ)

]
.

Consider the vector c :=
[
cT

V cT
M

]T ∈Rnx , where cV :=
[
cT

v cb

]T
,

cM :=
[
cT

1 . . . cT
m

]T
, cb ∈ R, cv ∈R2 , and ci =[cT

pi
cT

di
]T ,

with cpi
, cdi

∈ R2 . If W (t0 , tf ) denotes the observability
Gramian associated with the pair (A(t,y(t)),C(t)) on [t0 , tf ],
it is a matter of computation to show that

cT W (t0 , tf ) c =
∫ tf

t0

‖f (t0 , τ)‖2 dτ

where

f (t0 , τ) = cM +
∫ τ

t0

TM (σ)F(σ) dσ cV

for all τ ∈ T , with F(σ) = [FT
1 (σ) · · · FT

m (σ) ]T . The first
derivative is simply given by

∂

∂τ
f (t0 , τ) = TM (τ)F(τ) cV
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where for the limit points τ = t0 and τ = tf , with a slight abuse
of notation, the derivative is considered to be, respectively, the
right and left derivatives of f . The second derivative is given by

∂2

∂τ 2 f (t0 , τ) =
(
ṪM (τ)F(τ) + TM (τ) Ḟ(τ)

)
cV

where the first derivative of the components of F(τ) is

dFi(τ)
dτ

= Ḟi(τ) =
[
02×2 S ẏpi

(τ)
02×2 S ẏdi

(τ)

]
.

Suppose now that the observability Gramian W (t0 , tf ) is
not invertible. Then, there exists a unit vector c such that

cT W (t0 , t) c = 0 (7)

for all t ∈ T , which in turn implies that f (t0 , t) = 0 and
∂
∂ t f (t0 , t) = 0 for all t ∈ T . In particular, for t = t0 , this im-
mediately implies that ci = 0 ∀i=1,...,m . Then, under conditions
1 or 2 of the theorem, the only solution of ∂

∂ t f (t0 , t) = 0 for
all t ∈ T is cv = 0 and cb = 0, as the result of Assumption 1.
Moreover, under condition 3, it can be seen that ∂

∂ t f (t0 , t) = 0
for all t ∈ T is equivalent to

−cv + Syp1 (t) cb = 0

for all t ∈ T , and taking the time derivative on both sides it
becomes

S ẏp1 (t) cb = 0

for all t ∈ T . In particular, for t = t1 , the only solution is cb = 0,
and thus, the former equation implies that cv = 0. Either way,
this contradicts the existence of a unit vector c such that (7) holds
for all t ∈ T . As such, the observability Gramian W (t0 , tf ) is
invertible on T , and from Lemma 1, the nonlinear system (6),
regarded as LTV, is observable on T , thus, concluding the proof
of the theorem. �

With these sufficient conditions for observability, a practical
result on the design of an observer for the nominal nonlinear
system is presented in the following theorem. An example of
this approach can also be found in [27].

Theorem 3: If the conditions of Theorem 2 hold, then
1) the initial state of both the nonlinear system (4), regarded

as LTV, and the nominal nonlinear system (3) are the same
and uniquely determined;

2) a state observer with uniformly globally asymptotically
stable error dynamics for the LTV system is also a state
observer for the underlying nonlinear system, with uni-
formly globally asymptotically stable error dynamics.

Proof: As in the previous theorem, the nonlinear system (6) is
considered for simplicity of analysis, noting that the Lyapunov
transformation preserves all the properties provided in this proof
for the system (4).

Consider the initial condition for the nonlinear system (6),
regarded as LTV, given by

z̄(t0) = [ v̄T (t0) b̄r (t0) z̄T
1 (t0) . . . z̄T

m (t0) ]T

where z̄i (t) = [ z̄T
p i

(t) z̄T
d i

(t) ]T , for landmarks with one asso-
ciated direction. It is also noted that y(t) = C(t) z(t) implies
that z̄p i

= Rg (t)ypi
(t) and z̄d i

= Rg (t)ydi
(t) for all t ∈ T .

Then, it can be seen that the output of the nonlinear system (6),
regarded as LTV, as a function of the initial conditions is defined
by y(t) = C(t)φ (t, t0) z̄(t0), yielding

ypi
(t) = RT

g (t) z̄pi
(t0)

+ RT
g (t)

∫ t

t0

Rg (σ)
[
Sypi

(σ) b̄r (t0)−v̄(t0)
]
dσ

= RT
g (t) Rg (t0)ypi

(t0)

+ RT
g (t)

∫ t

t0

Rg (σ)
[
Sypi

(σ) b̄r (t0)−v̄(t0)
]
dσ (8)

for all t ∈ T and i ∈ IO , noting that a similar expression can be
derived for the output of each landmark direction. Multiplying
both sides by Rg (t) and rearranging the terms, (8) becomes

Rg (t)ypi
(t) − Rg (t0)ypi

(t0)

=
∫ t

t0

Rg (σ)
(
−v̄(t0) + Sypi

(σ)b̄r (t0)
)

dσ

and differentiation of both sides yields

Ṙg (t)ypi
(t) + Rg (t) ẏpi

(t)

= Rg (t)
(
−v̄(t0) + Sypi

(t) b̄r (t0)
)

which can be further simplified recalling that Ṙg (t) = rg (t)
Rg (t)S,

ẏpi
(t) = −[rg (t) − b̄r (t0)]Sypi

(t) − v̄(t0)

and differentiating both sides once more results in the second-
order derivative

ÿpi
(t) = −[rg (t) − b̄r (t0)]S ẏpi

(t) − ṙg (t)Sypi
(t).

Using the same procedure for the landmark directions, it can be
seen that ẏdi

(t) = −[rg (t) − b̄r (t0)]Sydi
(t) and

ÿdi
(t) = −[rg (t) − b̄r (t0)]S ẏdi

(t) − ṙg (t)Sydi
(t).

Consider now the initial condition for the nominal nonlinear
system (3) given by

x(t0) = [v(t0) br (t0) xT
1 (t0) . . . xT

m (t0) ]

where xi (t) = [ pT
i (t) dT

i (t) ]T . It can be seen that the output
of the nonlinear system as a function of the initial condition is
given by y(t) = Cx(t), yielding

ypi
(t) = pi (t0) −

∫ t

t0

([rg (σ) − br (σ)]S pi (σ) + v(σ)) dσ

and

ydi
(t) = di (t0) −

∫ t

t0

[rg (σ) − br (σ)]S di (σ)dσ

for all t ∈ T and i ∈ IO . Noting that v(t) and br (t) are constant,
the first-order derivatives of the aforementioned expressions are
given by

ẏpi
(t) = −[rg (t) − br (t0)]S pi (t) − v(t0)
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and

ẏdi
(t) = −[rg (t) − br (t0)]S dt (t)

for all t ∈ T and i ∈ IO . It is relevant to note that the aforemen-
tioned expressions imply ẏpi

(t) = ṗi (t) and ẏdi
(t) = ḋi (t),

also for all t ∈ T and i ∈ IO . Furthermore, the second-order
derivatives are given by

ÿpi
(t) = −[rg (t) − br (t0)]S ṗi (t) − ṙg (t)S pi (t)

and

ÿdi
(t) = −[rg (t) − br (t0)]S ḋi (t) − ṙg (t)S di (t)

for all t ∈ T and i ∈ IO .
In particular, comparing the first-order derivatives of the

output of the LTV system and the output the nominal non-
linear system for t = t1 , noting that ypi

(t1) = pi (t1) and
ydi

(t1) = di (t1) for all i ∈ IO , it can be seen that

0 = [br (t0) − b̄r (t0)]Sypi
(t1) − [v(t0) − v̄(t0)]

and

0 = [br (t0) − b̄r (t0)]Sydi
(t1)

for all i ∈ IO . The first condition of Theorem 2 yields
{

0 = [b̄r (t0) − br (t0)]Syp1 (t1) + [v(t0) − v̄(t0)]
0 = [b̄r (t0) − br (t0)]Syp2 (t1) + [v(t0) − v̄(t0)]

whereas the second condition yields
{

0 = [b̄r (t0) − br (t0)]Syp1 (t1) + [v(t0) − v̄(t0)]
0 = [b̄r (t0) − br (t0)]Syd1 (t1).

Thus, the only solution for the set of equations derived for each
condition is b̄r (t0) = br (t0) and v̄(t0) = v(t0). For the third
condition, it can be seen that the comparison of the first- and
second-order derivatives for t = t1 yields

{
0 = [b̄r (t0) − br (t0)]Syp1 (t1) + [v(t0) − v̄(t0)]
0 = [b̄r (t0) − br (t0)]S ẏp1 (t1)

which, for ẏp1 (t1) �= 0, implies that the only solution for the
aforementioned system of equations is also b̄r (t0) = br (t0) and
v̄(t0) = v(t0).

It is noted that the state of the nonlinear system (4) is related
through the Lyapunov transformation T(t) with the state of
the nonlinear system (6). Therefore, under the conditions of
Theorem 2, the state of the nonlinear system (4), regarded as
LTV, and the state of the nominal nonlinear system (3) are the
same and uniquely defined, provided the knowledge about the
evolution of y(t) and rg (t) for all t ≥ t0 .

The second part of the theorem follows from this conclusion.
The estimation error of an observer designed for the LTV system
with globally asymptotically stable error dynamics converges
to zero, which means that its estimates asymptotically approach
the true state. However, as the true state of the LTV system
matches that of the nominal nonlinear system, that means that
the observer for the LTV system is also an observer for the
nominal nonlinear system, with GAS error dynamics. �

The next result shows that there is no conservativeness what-
soever in the conditions of Theorem 2, as they are necessary and

sufficient for the observability of the nominal nonlinear system.
While the first two conditions of Theorem 2 are two well-known
examples of how to observe the pose of a vehicle in 2-D, the
importance of the third condition arises when proving necessity
in the following result. Indeed, when only one landmark is vis-
ible and the vehicle is moving exactly in a circle around that
landmark with the same relative bearing, the system becomes
unobservable. Conversely, if either the relative bearing or the
distance to that landmark varies through time, the pose of the
vehicle is observable.

Theorem 4: The nonlinear system (3) is observable on T =
[t0 , tf ], if and only if the conditions of Theorem 2 hold.

Proof: The sufficiency part is readily provided by Theorems
2 and 3, assuming that the output signal y(t) is known for
all t ∈ T . The proof of necessity is achieved by transposition,
i.e., if none of the conditions of the theorem are met, then the
nonlinear system (3) must be unobservable, in the sense that,
there exists a system output for which the initial condition is not
unique. The proof will proceed toward this goal, noting that this
is equivalent to find, at least, two different initial conditions for
which the generated output is exactly the same.

Recalling the landmark nonlinear dynamic equations defined
in (1), the output solution for the nonlinear system (3), as a
function of the initial conditions, can be defined as

y(t) = p1 (t) = p1 (t0) +
∫ t

t0

ṗ1 (σ)dσ

= p1 (t0) −
∫ t

t0

(v(σ) + [rg (σ) − br (σ)]S p1 (σ)) dσ

for all t ∈ T , when there is only one visible position land-
mark. The negation of the conditions of the theorem means
that either no landmark is visible or there is only one con-
stant visible position landmark, yp1 (t) = yp1 (t0) for all t ∈ T .
As the case where no landmark is visible clearly renders the
system unobservable, the proof proceeds with the analysis of
the case where there is only one visible position landmark that
remains constant for all t ∈ T . Under this condition, the dy-
namic constraint yi (t) = xi (t) for all i ∈ IO and t ∈ T , implies
that y1 (t) = yp1 (t) = p1 (t) = p1 (t0) for all t ∈ T , yielding
ṗ1 (t) = 0 and

v(t) = − [rg (t) − br (t)] S p1 (t0) (9)

for all t ∈ T . As the vehicle dynamics further impose v̇(t) = 0
and ḃr (t) = 0 for all t ∈ T , it can also be seen that rg (t) =
rg (t0) for all t ∈ T , yielding the system output solution

y(t) = p1 (t0) −
∫ t

t0

(v(t0) + [rg (t0) − br (t0)]S p1 (t0)) dσ

= p1 (t0) − (t − t0) (v(t0) + [rg (t0) − br (t0)]S p1 (t0))

for all t ∈ T .
Consider two different initial conditions for system (5) given

by xa(t0)=[vT
a (t0) br (t0) pT

1 (t0) ]T and xb(t0)=[vT
b (t0)

α br (t0) pT
1 (t0)]T , where α �= 0 ∈ R and there is only one

position landmark, such that the initial velocities are de-
fined as va (t0) = − [rg (t0) − br (t0)] S p1 (t0) and vb (t0) =
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− [rg (t0) − α br (t0)] S p1 (t0), Considering the previously
computed output solution expression, it is a matter of alge-
braic manipulation to show that the output solution of (3) for
the initial condition xa(t0) is given by

ya (t) = p1 (t0)−(t − t0) (va (t0)+[rg (t0)−br (t0)]S p1 (t0))

= p1 (t0) − (t − t0) (va (t0) − va (t0))

for all t ∈ T , whereas the output for the second initial condition,
xb(t0), is given by

yb (t) = p1 (t0)−(t − t0) (vb (t0)+[rg (t0)−α br (t0)]S p1 (t0))

= p1 (t0) − (t − t0) (vb (t0) − vb (t0))

for all t ∈ T . From the aforementioned expressions, it can be
seen that ya (t) = yb (t) = p1 (t0) for all t ∈ T , meaning that
there are at least two different initial conditions for which the
output of the system is the same. This implies that the system is
unobservable on T . Therefore, if none of the conditions of the
theorem are satisfied, then system (3) is unobservable, which
proves the necessity of those conditions, thus concluding the
proof. �

With the previous results, the design of a filter for the system
(4) regarded as LTV, with globally asymptotically stable error
dynamics follows naturally with a LTV Kalman filter, provided
that the pair (A(t),C(t)) is UCO. The following proposition is
used throughout the proof of Theorem 6.

Proposition 5 ([20, Proposition 4.2]): Let g(t1 , t2) : T ×
T ⊂ R2 → Rn be a continuous and i times continuously differ-
entiable function on T := [t0 , tf ], T := tf − t0 > 0, and such
that

g (t0 , t0) =
∂ g (t0 , τ)

∂τ

∣∣∣∣
τ =t0

= · · · =
∂i−1 g (t0 , τ)

∂τ i−1

∣∣∣∣
τ =t0

= 0.

Further assume that ‖ ∂ i + 1 g(t0 ,τ )
∂τ i + 1 |τ =t‖ ≤ C for all t ∈ T . If

there exists a positive constant α > 0 and a time instant t ∈ T
such that ‖ ∂ i g(t0 ,τ )

∂τ i |τ =t‖ ≥ α, then there exists 0 < δ ≤ T and
a positive constant β > 0 such that ‖g(t0 , t0 + δ)‖ ≥ β.

A generalization of Assumption 1 is also introduced, which
considers upper and lower bounds for the norms of each land-
mark and for the differences between them. This is also a realis-
tic assumption, as in a Laser scanner there are upper and lower
bounds for both range and bearing measurements. The neces-
sity of this generalization emerges from the need to establish
uniform bounds when proving UCO.

Assumption 2: For any detected landmark i ∈ IO , there ex-
ist ᾱp > 0, αpi

> 0, ᾱd > 0, and αdi
> 0 such that ᾱp ≥

‖ypi
(t)‖ ≥ αpi

and ᾱd ≥ ‖ydi
(t)‖ ≥ αdi

for all t ≥ t0 . Fur-
thermore, for any two detected position landmarks i, j ∈ IO ,
with i �= j, there exist αpi j

> 0 such that
∥∥ypi

(t) − ypj
(t)

∥∥ ≥
αpi j

for all t ≥ t0 .
As stronger forms of observability are needed when dealing

with LTV systems, the following result establishes the condi-
tions under which the pair (A(t),C(t)) is UCB.

Theorem 6: Suppose that Assumption 2 holds. The pair
(A(t),C(t)) is UCB if and only if there exist αṗ > 0 and δ > 0

such that, for all t ≥ t0 , it is possible to choose t1 ∈ Tδ , with
Tδ = [t, t + δ], for which there exist, at least, either

1) two visible position landmarks, yp1 (t1) and yp2 (t1) or
2) one visible position landmark yp1 (t1) with, at least, one

associated direction yd1 (t1) or
3) one visible position landmark yp1 (t1) for which the con-

dition ‖ẏp1 (t1)‖ ≥ αṗ is satisfied.
Proof: The proof, provided in the Appendix, follows similar

steps to the proofs of Theorems 2 and 4, but considering uniform
bounds for all t ≥ t0 and intervals [t, t + δ]. �

The third condition of Theorem 6, which is necessary for the
observability of the system when only one landmark is available,
may be interpreted as a persistent excitation condition.

The uniform global asymptotic stability of the error dynamics
of a continuous-time observer, which can be denoted as

˙̃x(t) = Ã(t) x̃(t)

is achieved by using the Lyapunov function V(t, x̃(t)) =
x̃T (t)P−1(t) x̃(t), and under the conditions of Theorem 6,
show that P−1(t) is positive definite and all the conditions of
[29, Theorem 8.5] are satisfied globally. This is a standard pro-
cedure for LTV systems, and thus, it is omitted, noting that
further details can be found in [29, Example 8.11], [30]–[32],
and references therein.

IV. SIMULTANEOUS LOCALIZATION AND MAPPING

FILTER DESIGN

The design of the sensor-based SLAM filter is presented in
this section. As detailed in the previous section, the system (3),
regarded as LTV, is UCB under the conditions of Theorem 6.
This is an important result that leads naturally to the design of a
Kalman filter with globally asymptotically stable error dynam-
ics, noting that other filtering alternatives could be devised, e.g.,
an H∞ filter.

The majority of sensors available today and the processing
units used in robotic vehicles are usually sample-based or even
intrinsically digital. To profit from those sensors, and the low
cost and light weighted embedded computers to be installed on
board small platforms, a discrete-time version of the SLAM
algorithm is required. Without loss of generality, let Ts denote
the sampling period of the synchronized IMU and laser scanner,
noting that a multirate implementation of the proposed filter can
be devised. Considering that xk := x(tk ), Ak := A(tk ), and
Ck := C(tk ), with tk = t0 + k Ts , k ∈ N0 , and t0 as the initial
time, the forward Euler discretization of the system dynamics
(3) yields

{
xk + 1 = Fk xk + ξk

yk + 1 = Hk + 1 xk + 1 + θk + 1

(10)

where Fk := Inx
+ Ts Ak and Hk := Ck . The system (10) in-

cludes system disturbance and measurement noise, where the
vectors ξk ∈ Rnx and θk ∈ Rny are zero-mean discrete white
Gaussian noise, with 〈ξk ξT

l 〉 = Ξk δk −l and 〈θk θT
l 〉 = Θk δk −l ,

respectively, where δk denotes the Dirac delta function and the
expectation operator is denoted by 〈.〉. It is noted that the di-
mensions of the discrete system (10) may change dynamically
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with the number of visible landmarks obtained with each new
laser measurement.

A. Prediction Step

The resulting discrete-time Kalman filter equations for the
aforementioned system are standard [31], [33], [34]. Nonethe-
less, the system (10) does not account for the nonvisible land-
marks xU k

, which have to be propagated in open loop using the
nonlinear equations defined in (2). Using the full system state
vector xF k

:= [xT
k xT

U k
]T , the prediction equations are

{
x̂F k + 1 |k = FF k |k x̂F k |k

ΣF k + 1 |k = F̂F k |k ΣF k |k F̂T
F k |k

+ ΞF k

where x̂F k |k denotes the estimated state vector, the disturbance

covariance matrix is defined as ΞF k
= diag

(
Ξk ,ΞU k

)
, whereas

the full state covariance matrix ΣF k |k can be decomposed in
observable, unobservable, and crossed terms, respectively, Σk |k ,
ΣU k |k , and ΣU O k |k . The full transition matrix FF k |k is defined as

FF k |k =
[

Fk 0nx ×nU

FU O k |k FU k |k

]

where the remaining undefined terms can be inferred from the
nominal system dynamics (2), and

F̂F k |k =
∂ FF k |k x̂F k |k

∂x̂F k |k

.

B. Update Step

Whenever a new laser profile measurement is obtained, the
raw values are projected into the horizontal frame H using the
roll and pitch information provided by an external attitude fil-
ter. The horizontal laser profile is fed to a landmark detection
algorithm, where the data are processed into clusters and a ro-
bust line detection strategy is implemented, which builds on the
basic split and merge algorithm, see [35], using a reduced space
Hough transform parameter fitting for each line, in a similar way
to the algorithm proposed in [36]. Afterwards, a corner identifi-
cation procedure is used to obtain the desired point landmarks.
This detection algorithm can provide point landmarks with up to
two associated line segments, which may be included in the fil-
tering process as direction landmarks. This is the converse case
of having a line landmark with two end points. The association
between measured landmarks and existing state landmarks is
implemented resorting to the JCBB algorithm; (see [9] for de-
tails). In short, this algorithm searches the tree of possible land-
mark association pairs such that all the associations are jointly
compatible in a probabilistic sense. It is noted that the corner de-
tection algorithm and the landmark association algorithm may
be replaced by others available, as they are completely inde-
pendent of the filtering technique proposed in this paper. The
sets of visible and nonvisible landmarks, respectively, IO k

and
IU k

, are redefined at each new laser measurement, based on
landmark associations provided by the JCBB algorithm. In ad-
dition, this algorithm naturally provides the innovation vector,
νk + 1 = yk + 1 − Hk + 1 x̂F k + 1 |k , and its respective covariance ma-

trix, Σνk + 1 = Hk + 1 ΣF k + 1 |k HT
k + 1 + Θk + 1 . Thus, for the update

step, it is just a matter of applying the standard discrete time-
varying Kalman filter update equations.

C. Basic Loop Closing

The loop-closing problem is not the main focus of this study,
but rather a demonstration that the proposed filter provides con-
sistent estimates that will enable any loop-closing technique
to perform efficiently in real-world scenarios. Any available
strategy can be used, such as the partitioning of the total map
into smaller statistically independent maps, accounting for the
proper joining and merging between them using a common set
of landmarks, in a similar fashion to what is proposed in [16]
and [37]. One of the main drawbacks of the sensor-based ap-
proach to SLAM is the computational complexity that results
from having to update all the landmarks. Indeed, the use of the
submap strategy allows to limit the number of landmarks in the
current state vector, thus limiting the computational complexity.

A basic algorithm is described later and implemented for
completeness of the experimental results presented in Section V.
The main difficulty when closing a loop is to obtain a coherent
map, as older landmarks will tend to have large uncertainty and
wrong associations are very likely to happen during the JCBB
procedure of the update step, especially for environments with
a dense population of landmarks. The basic idea is then to use
only a subset of the state landmarks for the current update step
association algorithm, Icur , where only the landmarks that were
most recently visible to the vehicle are used. When revisiting an
area, this procedure will generate duplicates of older landmarks,
which are defined as the set Iold . Therefore, a rather naive loop-
closing algorithm is to search periodically for possible landmark
associations between the sets Icur and Iold , triggering a loop
closure if a minimum number of jointly compatible associations
are available. The set of state landmarks is then partitioned
into the following three sets: 1) current landmarks Icur ; 2) old
landmarks Iold ; and 3) the landmarks in between the former
two sets, Igap , which are neither used in the current update step
JCBB association algorithm nor in the loop-closing association
algorithm.

Consider the noise-free association between landmark i ∈
Icur and landmark j ∈ Iold , using the output vector zi j k

:=
x̂i k |k − x̂j k |k = Hi j k

x̂F k |k . The respective noise covariance ma-
trix is Θi j k

:= 0 and the measurement vector is defined as
yi j k

:= 0. Thus, the innovation vector and respective covari-
ance matrix, can be adapted for the loop-closing association
of these landmarks, yielding ν i j k

= −Hi j k
x̂F k |k and Σνi j k

=
Hi j k

ΣF k |k Hi j k
. A loop closure takes place if a significant num-

ber of valid loop-closing associations are jointly compatible.
This test can be computed using a modified version of the JCBB
algorithm adapted to the aforementioned loop-closing innova-
tion expressions. With the joint innovation vector and covariance
matrix provided by this algorithm, the standard Kalman filter
update equations can be used to constraint the two landmarks
to be equal and fully correlated, enabling the removal of one of
them from the filter state.
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V. EXPERIMENTAL RESULTS

This section describes the experimental setup and presents
the results for the proposed sensor-based SLAM algorithm, us-
ing position-only landmarks for the simplicity of presentation.
These results intend to demonstrate the convergence, perfor-
mance, and consistency properties of the sensor-based SLAM
filter. An instrumented quadrotor was driven along a path of
about 60 m in an indoor environment with a loop, as shown
in Fig. 6, at an average speed of 0.4 m/s. The trajectory de-
scribed by the vehicle starts near the middle and circulates
counterclockwise until some of the first landmarks detected
are once again visible, at the lower right corner. This custom
built quadrotor UAV, property of the Institute for Systems and
Robotics, is equipped with a MEMSENS nanoIMU, a Maxbotix
XL sonar for altitude measurements, and a Hokuyo UTM-30LX
laser scanning device that provides horizontal profiles of the sur-
roundings.

The covariance matrix for the zero-mean white Gaussian dis-
turbance that affects the vehicle-related state variables is de-
fined as ΞV = Ts diag

(
σ2

v I2 , σ
2
b r

)
, with σv = 0.1 m/s, σb r =

5.7 × 10−5 deg/s, and the covariance matrix of the disturbance
that affect each landmark position is given by Ξp i

= Ts σ2
p I2 ,

σp = 0.05 m, for all i ∈ Ik . The landmark position measure-
ment noise covariance matrix is given as a function of ρi m and
αi m , which are the correspondent range and bearing coordi-
nates of the detected landmark pi m , as well as function of the
angular and range standard deviation values, σα = 3.75 deg,
σρ 1 = 0.15 m, and σρ 2 = 0.25 m. Thus, the landmark position
measurement noise covariance matrix is defined as

Θp i m
= σ2

ρ i m
Mα i m

+ σ2
α

dMα i m

dα

assuming a small angle approximation such that Mα =
Rα diag(1, 0) RT

α , where Rα is the 2-D rotation matrix ob-
tained from an angle α. The range measurement noise of the
laser sensor depends on the distance to the detected target, yield-
ing σρ i m

= σρ 1 if ρi m ≤ 10 m and σρ i m
= σρ 2 if ρi m > 10 m. It

is noted that the above implicit linearization, always performed
at the measured values, is just a way to properly approximate
the sensor noise and does not affect any of the SLAM filter
properties.

When analyzing the convergence properties of any navigation
filter, one of the main goals is to observe a decreasing uncer-
tainty in all variables. This can be seen in Fig. 2(a), where the
uncertainty of all the vehicle-related variables decreases over
time. Furthermore, it can be seen that the uncertainty of each
landmark decreases whenever it is visible and increases other-
wise, as shown in Fig. 2(b). The proposed SLAM filter also
provides estimates of the linear motion quantities of the vehicle,
shown in Fig. 3, along with the remaining vehicle-related vari-
ables, without resorting to standard odometry sensors, which
are not available for aerial vehicles. These results also show that
the constant velocity assumption can be relaxed with the appro-
priate choice of the filter parameters, in particular σv . Although
there is an underlying tradeoff, as the velocity uncertainty will
also propagate to the uncertainty of the nonvisible landmarks,
the presented results indicate that the filter was able to cope with

Fig. 2. Convergence of the uncertainty of the sensor-based SLAM filter vari-
ables. (a) Standard deviation of the vehicle-related variables: linear velocity
and gyro rate bias. (b) Standard Deviation of the first 15 landmark positions to
be visible in the sensor-based frame (x-coordinate only). (Top) Complete time
evolution. (Bottom) First 25 s.

peaks of 4 m/s2 of acceleration, without introducing too much
conservativeness in the uncertainty of the nonvisible landmarks.

A basic measure of consistency of a SLAM algorithm, when
ground truth data are not available, is the maximum normalized
innovation squared (NIS) value at each time instant, consider-
ing all the landmark associations. As the NIS value for each
landmark association is χ2 distributed with nm = dim(xi ) de-
grees of freedom, it can be compared, for instance, with the 95%
confidence threshold such that

NISi k
= ν i k

Σν i k
ν i k

≤ χ2
n m , 9 5 % . (11)

This comparison is presented in Fig. 4, along with an average
value, where it can be seen that the maximum value seldomly
approaches the threshold and it is mostly concentrated below
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Fig. 3. Time evolution of the vehicle-related state variables (solid red), with
2 σ bounds (dash-dotted black). (a) Linear velocity. (b) Rate Gyro bias.

Fig. 4. NIS association: maximum (red), average (blue), and 95% confidence
threshold (dashed-dotted black).

χ2
n m

= 2, which might indicate some degree of conservativeness
of the filter parameters.

Fig. 5 provides the evolution of the number of landmarks: 1) in
the state vector; 2) being visible; and 3) the number of landmark
associations being considered for loop closure, including the
minimum threshold to enable the loop-closure procedure. From
the number of state landmarks, it can be observed that a ba-
sic landmark management is done to avoid spurious landmarks
due to bad detection. The criteria to delete a landmark is 1) not
visible for a long time while it should be in the field of view;
2) intermittently visible in the past, less than an acceptable num-
ber of times; and 3) maximum number of landmarks supported
is reached, in which case the nonvisible landmark with the high-
est uncertainty is deleted. This last case is highly undesirable,

Fig. 5. Time evolution of the number of landmarks. (Top) Number of land-
marks in the filter state (solid red) and the number of visible landmarks (dash-
dotted green), noting that the latter is always less than the former. (Bottom)
Detail on the number of visible landmarks, the number of landmarks used for
loop closing (solid magenta), and the minimum loop-closing threshold (dashed
black horizontal line).

as it implies the loss of important information, and it does not
occur in the experiments provided in this paper. Recalling the
conditions of Theorem 2, the number of visible landmarks is
always above two, with some exceptions where there was only
one visible landmark while the vehicle was moving. Although
this is an intrinsic characteristic of the surrounding environment,
provided a landmark detection algorithm and respective choice
of parameters, it shows that the conditions for observability and
convergence of the filter are satisfied in the presented real-world
experiments.

The outcome of a SLAM algorithm is twofold 1) self-
localization and 2) map construction of the environment. In
sensor-based SLAM, the vehicle is deterministically localized
at the origin and aligned with the sensor frame. As for the map-
ping, the proposed SLAM filter provides at each instant a map
of the environment in the sensor frame, with consistent uncer-
tainty estimates. The sensor-based map is presented in Fig. 6,
featuring the final results of the experimental trial. The land-
marks and their respective 95% confidence (or 2σ) bounds are
shown in three different styles (solid magenta, dashed yellow,
and dash-dotted light blue), which denote, respectively, the three
sets of landmarks used for the loop-closing step, Icur , Igap ,
and Iold . For completeness, the Earth-fixed reference frame,
which was added to the sensor-based SLAM filter as a nonvis-
ible landmark, is shown in the sensor-based map (axes shown
in red and green, position and uncertainty in dark blue). This
additional nonvisible landmark does not interfere with the ob-
servability or convergence analysis, as its state is not used by
any other state or measurement equation. The vehicle trajecto-
ries (in green), which are computed using an optimization-based
algorithm similar to the one proposed in [22], are also shown in
the same figure. The main aspects to retain from this intricate
figure are the quality of the sensor-based map generated by the
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Fig. 6. Map of environment in the sensor frame. This figure shows the current
laser profile (in gray), the landmarks in Icur (in magenta crosses), as well as
the landmarks in Iold and Igap (respectively, in light-blue squares and yellow
diamonds) along with their 95% confidence bounds. The Earth-fixed trajectory
of the vehicle is also shown for completeness (in dashed green).

algorithm, the small uncertainty for the landmarks that were re-
cently visible, and the large uncertainty for the landmarks that
are not visible for a long time, as the vehicle progresses along
environment.

The practical validation of the consistency of SLAM algo-
rithms occurs in a scenario were the vehicle explores new terrain
and at some point returns to a previously visited area, possibly
from a different perspective than before. In the experimental
results presented in this paper, a loop is closed only three times,
the first of which occurs at t = 193.4 s, as depicted in Fig. 5.
When the vehicle turns at each corner of the building, some
older landmarks are observed again, which has a similar effect
of a loop closure, but is not considered here as such. To be
consistent, the filter uncertainty must allows the association of
the currently visible landmarks and the ones observed when the
same area was previously visited. The moments just before and
right after the loop closure are captured in Fig. 7, where a de-
tailed version of the map of Fig. 6 is presented. The landmark
associations between the sets Icur and Iold are shown in solid
black and the fused landmarks positions and uncertainty bounds
obtained after the loop closure are also depicted in solid black.
It can be seen that the sensor-based map is consistent, allowing
for an effective loop closure when revisiting the same area. The
successive loop closures that occur in this experiment lead to
the consistent correction of the environment map, in particular
those landmarks closer to the current position of the vehicle.
Although the revisited landmarks suffer a great decrease in un-
certainty and their position is corrected, it can also be observed

Fig. 7. Detailed view of the map and trajectory in H , showing the 95% con-
fidence bounds of landmarks in Icur (in magenta), 95% confidence bounds of
landmarks in Iold that are being considered for loop closing (in light-blue), and
the landmark loop-closing associations and resulting 95% confidence bounds (in
black). The sensor-based trajectory of the vehicle is also shown for completeness
(in dashed green). (a) Before loop closure. (b) After loop closure.

in Fig. 6 that the position of the nearby nonvisible landmarks is
also corrected accordingly. This is a consequence of the cross-
correlation terms in the state covariance matrix, which enable
the propagation of recent innovations to the nonvisible land-
marks. It is also noted that for loop-closing purposes, only the
information provided by the sensor-based filter is used.

Using an algorithm similar to what is proposed in [22], by
resorting to the optimal closed-form solution of the problem of
estimating the body to Earth transformation from the landmark
position estimates in both frames, the vehicle attitude, position,
and the environment map described in the Earth-fixed reference
frame can be computed. An example of the map and trajectory
described in the Earth-fixed reference frame are presented in
Fig. 8.
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Fig. 8. Map and trajectory in the Earth-fixed reference frame, obtained using
an optimization-based trajectory and the map estimation algorithm, with the
floor blueprint on the background.

VI. CONCLUSION AND FUTURE WORK

This paper presented the design, analysis, and experimen-
tal performance evaluation of a novel globally asymptotically
stable sensor-based SLAM filter. As opposed to traditional EKF-
SLAM algorithms, the proposed method avoids the attitude rep-
resentation of the vehicle in the filter state, enabling the modi-
fication of the nominal nonlinear dynamics into a structure that
can be regarded as LTV for analysis and filter design and ulti-
mately, the error dynamics result globally asymptotically stable.
The filter does not rely on any odometry sensor, but rather on
angular rate measurements, having the byproduct of estimating
the linear velocity and the rate gyro bias in the vehicle frame.

The performance and consistency of the proposed SLAM
filter are validated in a real-world indoors environment. The
sensor-based filter shows the reduction of the uncertainty in
every state variable but the nonvisible landmarks and produces
a consistent map that is used to close a 60-m long loop. It is
also noted that the vehicle attitude, position, and the estimated
environment map described in Earth-fixed reference frame can
be computed resorting to an optimal closed-form solution of the
problem of estimating the body to Earth transformation from
the landmark position estimates in both frames.

Future work includes the implementation of a more general
loop-closure method such as the division of the total map into
submaps, the real-time optimized implementation and testing of
the algorithm in UAVs, and the comparison in terms of perfor-
mance and consistency of the proposed method with the state-of-
the-art EKF-SLAM algorithms. Generalizing these results for
bearing only or range only measurements as well as the fusion

of accelerometer measurements are also great topics for further
research.

APPENDIX

PROOF OF THEOREM 6

The proof of Theorem 6 follows similar steps to the proofs
of Theorems 2 and 4, but considering uniform bounds for all
t ≥ t0 and intervals [t, t + δ]. Consider the previously defined
expressions for the generic unitary vector c, the observability
Gramian, as well as for the function f(t, τ) and its derivatives,
noting that they all have bounded norm.

The sufficiency proof follows by exhaustion, showing that

∃ δ>0
α>0

∀t≥t0 ∀ c∈Rn c

‖c‖=1
: cT W (t, t + δ) c ≥ α. (12)

To do so, all the possibilities for the components of c
are addressed, either establishing that ‖f(t, τ)‖ ≥ α∗

1 or∥∥ ∂
∂τ f(t, τ)

∥∥ ≥ α∗
2 for every possible case, for some α∗

1 > 0,
α∗

2 > 0, and τ ∈ Tδ . Then, noting that Proposition 5 can be
used, condition (12) is implied.

First, considering that ‖cM ‖ ≥ αM , for some 1 ≥ αM > 0, it
can be seen that ‖f(t, t)‖ = ‖cM ‖ ≥ αM , for all t ≥ t0 , which
implies (12). Now, consider the converse case where ‖cM ‖ <
αM , noting that this implies that ‖cV ‖ ≥ αV for some 1 ≥ αV >
0, as ‖c‖ = 1. Defining the auxiliary function

fV (t, τ) :=
∫ τ

t

TM (σ)F(σ) dσ c∗V

with c∗V := cV

‖cV ‖ , such that f (t, τ) = cM + fV (t, τ) ‖cV ‖, it can
be seen that

‖f (t, τ)‖ ≥ max(‖cM ‖ , ‖fV (t, τ)‖ ‖cV ‖)
− min(‖cM ‖ , ‖fV (t, τ)‖ ‖cV ‖)

for all t ≥ t0 and τ ∈ Tδ . Assuming that ‖fV (t, t∗)‖ ≥ αfV
if

‖cV ‖ ≥ αV , for some t∗ ∈ Tδ and αfV
> 0, and choosing any

αM ≤ αf V
αV

2 , it can be seen that

‖f (t, t∗)‖ ≥ ‖fV (t, t∗)‖ ‖cV ‖ − ‖cM ‖

≥ αfV
αV − αfV

αV

2

≥ αfV
αV

2

which also implies (12). Thus, it remains to prove that, whenever
‖cV ‖ ≥ αV , then there exists t∗ ∈ Tδ such that ‖fV (t, t∗)‖ ≥
αfV

. Recalling Proposition 5 and noting that fV (t, t) = 0, it
is sufficient to show that there exists some α∗

fV
> 0 such that

there exists τ ∈ Tδ for which ‖ ∂ fV (t,τ )
∂τ ‖ ≥ α∗

fV
. To this end,

without loss of generality, consider that c∗V = cV such that
fV (t, τ) =

∫ τ

t TM (σ)F(σ) dσ cV . Computing the derivative of
this function, it is possible to conclude that

∥∥∥∥
∂ fV (t, τ)

∂τ

∥∥∥∥
2

=
m∑

i=1

‖Fi(τ) cV ‖2

which, considering conditions 1–3 of the theorem, results in
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∥∥∥∥
∂ fV (t, τ)

∂τ

∥∥∥∥
2

= ‖Syp1 (τ) cb − cv‖2 + ‖Syp2 (τ) cb − cv‖2

∥∥∥∥
∂ fV (t, τ)

∂τ

∥∥∥∥
2

= ‖Syp1 (τ) cb − cv‖2 + ‖Syd1 (τ) cb‖2

and
∥∥∥∥

∂ fV (t, τ)
∂τ

∥∥∥∥
2

= ‖Syp1 (τ) cb − cv‖2

=
∥∥∥∥Syp1 (t) cb − cv + S

∫ τ

t

ẏp1 (σ) dσ cb

∥∥∥∥
2

respectively, noting that

yp1 (τ) = yp1 (t) +
∫ τ

t

ẏp1 (σ) dσ. (13)

Using the reverse triangular inequality, it can be seen that

‖Syp1 (τ) cb − cv‖2 ≥ (‖Syp1 (τ) cb‖ − ‖cv‖)2

= ‖yp1 (τ)‖2 |cb |2 + ‖cv‖2

− 2 ‖yp1 (τ)‖ |cb | ‖cv‖ .

Consider the case where |cb | < αb , implying that ‖cv‖ ≥ αv

for some 1 ≥ αb > 0 and 1 ≥ αv > 0, as ‖cV ‖ = 1. Choosing
αb ≤ αv

4 ᾱ p
, the previous equation becomes

‖Syp1 (τ) cb − cv‖2 ≥ ‖cv‖ (‖cv‖ − 2 ‖yp1 (τ)‖ |cb |)
≥ αv (αv − 2 ᾱp αb)

≥ α2
v

2

implying that ‖ ∂ fV (t,τ )
∂τ ‖2 ≥ α2

v

2 for all the three conditions of
the theorem. Considering the case where ‖cv‖ < αv , which also
implies that |cb | ≥ αb , and choosing αv ≤ αp 1 αb

4 , it can be seen
that

‖Syp1 (τ) cb − cv‖2 ≥ ‖yp1 (τ)‖ |cb | (‖yp1 (τ)‖ |cb | − 2 ‖cv‖)
≥ αp1 αb (αp1 αb − 2αv )

≥
α2

p1
α2

b

2

which also implies that ‖ ∂ fV (t,τ )
∂τ ‖2 ≥ α2

p 1
α2

b

2 for all the three
conditions of the theorem. The only remaining case is when both
‖cv‖ ≥ αv and |cb | ≥ αb , for which, if ‖Syp1 (τ) cb − cv )‖ ≥
α1 for some positive constant α1 > 0, then ‖ ∂ fV (t,τ )

∂τ ‖ ≥ α1 for
all the conditions 1–3 of the theorem, thus implying (12). Con-
versely, if ‖Syp1 (τ) cb − cv )‖ < α1 , the conditions of the the-
orem have to be addressed separately. For the first condition of
the theorem, Assumption 2 implies that the two visible position
landmarks are different and satisfy ‖yp1 (τ) − yp2 (τ)‖ ≥ αp1 2 .
It is a matter of algebraic manipulation to show that this relation
can be rewritten as

αp1 2 ≤ ‖yp1 (τ) − yp2 (τ)‖
αp1 2 αb ≤ ‖Syp1 (τ) cb − Syp2 (τ) cb‖

αp1 2 αb ≤ ‖(Syp1 (τ) cb − cv ) − (Syp2 (τ) cb − cv )‖
αp1 2 αb ≤ ‖Syp1 (τ) cb − cv‖ + ‖Syp2 (τ) cb − cv‖ .

Then, by choosing α1 ≤ αp 1 2 αb

2 , it can be seen that

‖Syp2 (τ) cb − cv‖ ≥ αp1 2 αb − α1

≥ αp1 2 αb

2

which implies that ‖ ∂ fV (t,τ )
∂τ ‖ ≥ αp 1 2 αb

2 . For the second condi-
tion of the theorem, considering α1 ≤ αd 1 αb

2 , it is possible to
show that

∥∥∥∥
∂ fV (t, τ)

∂τ

∥∥∥∥
2

= ‖Syp1 (τ) cb − cv‖2 + ‖yd1 (τ)‖2 ‖cb‖2

≥ ‖Syp1 (τ) cb − cv‖2 + α2
d1

α2
b

≥ (αd1 αb − ‖Syp1 (τ) cb − cv‖)2

≥ (αd1 αb − α1)2

≥
α2

d1
α2

b

4
.

Finally, for the third condition of the theorem, the function∫ τ

t ẏp1 (σ) dσ is zero for τ = t and that its derivative, which is
simply given by ẏp1 (τ), satisfies ‖ẏp1 (t1)‖ ≥ αṗ . Thus, using
once again Proposition 5, it can be seen that there exists t2 ∈ Tδ

and α2 > 0 such that ‖
∫ t2

t ẏp1 (σ) dσ‖ ≥ α2 . Choosing α1 ≤
α2
2 , it can be seen that

∥∥∥∥∥
∂ fV (t, τ)

∂τ

∣∣∣∣
τ =t2

∥∥∥∥∥

=
∥∥∥∥Syp1 (t) cb − cv + S

∫ t2

t

ẏp1 (σ) dσ cb

∥∥∥∥

≥
∥∥∥∥S

∫ t2

t

ẏp1 (σ) dσ cb

∥∥∥∥ − ‖Syp1 (t) cb − cv‖

≥ α2 − α1

≥ α2

2
.

Therefore, for all ‖cV ‖ ≥ αV , the conditions of the theorem
are sufficient to ensure that there exists t∗ ∈ Tδ such that
‖fV (t, t∗)‖ ≥ αfV

. This concludes the proof for the sufficiency
part of the theorem, for the pair (A(t),C(t)).

The proof of necessity is done by transposition, that is, we
want to prove that if none of the conditions of the theorem are
satisfied, then the pair (A(t),C(t)) is not UCB. This means that
either no landmark is visible, clearly yielding unobservability,
or the only visible position landmark satisfies

∀ δ>0
αṗ >0

∃t≥t0 ∀t∗∈Tδ
: ‖ẏp1 (t

∗)‖ < αṗ .

For the latter case, consider that ‖cM ‖ = 0, whereas 1 >
‖cv‖ ≥ αv and 1 > |cb | ≥ αb , for some αb > 0 and αv > 0.
It is a matter of algebraic manipulation to show that
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cT W (t, t + δ) c =
∫ t+δ

t

‖f (t, τ)‖2 dτ

=
∫ t+δ

t

∥∥∥∥
∫ τ

t

Rg (σ1) (Syp1 (σ1) cb − cv ) dσ1

∥∥∥∥
2

dτ

≤
∫ t+δ

t

(∫ τ

t

‖Syp1 (σ1) cb − cv‖ dσ1

)2

dτ

which, using (13) and choosing cv = Syp1 (t) cb and cb such
that ‖c‖ = 1, yields

cT W (t, t + δ) c

≤
∫ t+δ

t

(∫ τ

t

∥∥∥∥S
∫ σ1

t

ẏp1 (σ2) dσ2 cb

∥∥∥∥ dσ1

)2

dτ

≤
∫ t+δ

t

(∫ τ

t

∫ σ1

t

‖ẏp1 (σ2)‖ dσ2 dσ1 |cb |
)2

dτ

< |cb |2
∫ t+δ

t

(∫ τ

t

∫ σ1

t

αṗ dσ2 dσ1

)2

dτ

<
α2

ṗ

2

∫ t+δ

t

(τ − t)4 dτ

<
α2

ṗ δ5

10
.

Considering α2
ṗ = 10 ε

δ 5 with ε > 0, it can be seen that

∀ δ>0
ε>0

∃t≥t0 ∀ c ∈ Rn c

‖c‖=1
: cT W (t, t + δ) c < ε

meaning that the pair (A(t),C(t)) is not UCB. Therefore, if the
pair (A(t),C(t)) is UCB, the conditions of the theorem must
hold. Noting that the Lyapunov transformation T(t) preserves
observability properties, the uniform complete observability of
the pair (A(t),C(t)) is achieved under the same conditions
as for the pair (A(t),C(t)), which concludes the proof of the
theorem. �
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