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Abstract— This paper describes a general framework for the the vehicles must arrive at their target positions at theesam
study of multiple vehicle, time-coordinated path following (TC-  time. This procedure is in striking contrast with the rather
gr';)ugocr)]ftre/lek?i::cl)g,l,erigs'taél?egxt%mﬂgn:asuxﬁgre ;tgaet;r?:c/ewgter;?re? unpractical attempt to make each vehicle go independemtly t
assigned final positions at the same time in a collision-free Its tafget position and loiter there, a task that would pei_har
manner, while reducing some optimality criterion. The timeof ~ t0 do in the presence of current disturbances and minimum
arrival is not fixed a priori, and the vehicles must negotiatetheir ~ speed requirements for adequate control authority. Amothe
speeds along the spatial paths that they follow in order to aive  example is the case where the times of arrival of the vehicles
simultaneously and avoid collision. The general framework 5¢ their targets must be separated by specified clearance

adopted leads to integrated solutions to TC-PF problems tha . - .
unfold in three steps: 1) Generation of Deconflicted Trajeatries ~ INtérvals. Related application examples are also importan

for a group of vehicles, 2) Path Following for each vehicle ang  in the areas of space, air, and land robotics.

its assigned path, and 3) Coordination of the relative motio of The TC-PF control problem incorporates in its formulation
the vehicles along their paths, so as to guarantee deconfiish  strict spatial and temporal constraints. Therefore, itst&m

and meet desired temporal constraints such as equal times of requires that a number of tools be brought together to deal

arrival. The last step is accomplished by varying the speedfo ith traiect | . th followi d fi
each vehicle about the nominal speed profile computed in step WIth trajectory planning, patn following, and cooperative

1, based on the exchange of information with its neighbors.fle  Vehicle control in an integrated manner. To better apptecia
paper formulates the problem mathematically, offers a geneal  the scope of the problem at hand, the reader is referred
framework for its solution, and illustrates the efficacy of the to relevant work on multiple vehicle trajectory planning
2roposed metUhogology |nV5|rr]r_1u|Iat|oRUv\v/|th dynamic models of gyajlable in the literature. See for example [16], [18] veher
utonomous Underwater Vehicles (AUVS). the authors describe how a set of trajectories are generated
I. INTRODUCTION such t_hat_a numb_er qf vehiqles will maneuver and arrive
. . at their final destinations without collision, should they
This paper introduces a general framework for the study 0w the assigned trajectories perfectly. Clearly, treed
a class of multiple ve_hlcle contr_ol problems that WI|| hencegrises to adopt other strategies for the problem at hand.
forth be referred to asime-Coordinated Path Followin@C-  Notice also that trajectory planning algorithms are mainly
PF). The motivation for this work stems from the pr?‘Ct'Cal:entralized, computationally demanding, and require high
need to develop controllers enabling a group of vehicles {9, mmunication bandwidth among the vehicles for proper
maneuver cooperatively under tight spatial, temporal, andjiiple vehicle trajectory tracking, that is, to accubate
energy constraints. _ _ track curves that are defined in space and parameterized
As an application example, consider the scenario wWhegg, time, explicitly. In fact, should one of the vehicles
multiple autonomous marine vehicles - that have beefeviate considerably from its planned spatial and temporal
launched and are scattered in the ocean - must execute a ggnequle (due to environmental disturbances or temporary
operative mission underwater, adopting a desired georaeltri taj|yres), replanning becomes necessary. Multiple vehicl
the vehicles must maneuver from their initial positions a”@trategies of this type have another weak point because
reach formation at a desired _sp_eed, at the diving site. On{Mey rely on trajectory tracking and, as is well known, the
then can the underwater mission segment start. Becaygger has performance limitations that cannot possibly be
the vehicles may be operating in a restricted area and §ercome by any controller structure [2].
the vicinity of support ships, the initial go-to-formation 14 deal with the above problems, the present paper relies
maneuver must be executed in such a way as to avojgh path following rather than trajectory tracking techrégu
collisions (that is, in a deconflicted manner). Furthermorqg,)y exploiting this central idea, a general framework is deve
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Nominal Multiple Generalized Path Generator eneralized path includes the spatial path itself as
A lized path includes th tial path itself as veell t
; vy nominal speed profile of the vehicle along it.
Initialization! ~ iPaf) & e Path-following The path following subsystem is a
i H dynamical system whose inputs are the desired generalized
% , ————Pafr) + : path pg, (7i), a correction speed,, signal from the time-
~ Time Coordination [ Local H LN . i
§ — (speed control) Generalized Path || & coordination system described next, and local measurement
L K ] ﬂ*lm,(v,v) : y;. Its outputs are the variablg and the vehicle’s control
5 Path Following mhe signal u;, computed so as to makg; reach and follow
g control | Dynamics |\ pa;, With the assigned speed. Notice that the dynamics of
i H . . . . .
é’ err v | E the parameterizing variablg, are defined internally at this
S X stage and play the role of an extra design knob to tune the
p| [imeCoordinated Path Following (TC-PF) g } performance of the path following control law.
Vehicles Vj; j=1,...,n \i _(remaining vehicles) e Time CoordinationA dynamical system whose inputs are

_ _ . _ _ local measuremeny;, the desired generalized pahy,, the
Fig. 1. Architecture of Time-Coordinated Path Following path-variablesn and ¥4 je M, whereM denotes the set

vehicles along their paths, so as to guarantee deconflicti@h vehicles that vehicle communicates with. Its output is
and meet desired temporal constraints such as equal tinfB§ correction speed signaj, which is used to synchronize
of arrival. This is done by varying the speed of each vehicléehicle: with its neighbors.
about the nominal speed profile computed in the first SteR peconflicted Generalized Path Generation
based on the exchange of information with its neighbors.” ) i ] ) o
The information exchanged is related to the virtual time A typical trajectory generation problem aimed at obtaining
referred to above. The resulting scheme lends itself to @ual times of arrival can be stated as follows. Consider
rigorous formulation and avoids replanning except for th@ fleet of n vehicles described by (1). For each vehicle,
situation where, due to strong disturbances, the vehiclé§mpute a feasible trajectory, satisfying a given optitgali
deviate considerably from the paths or fail to meet requiregfiterion and extending from a known initial positiaf,
temporal constraints. to a given f|nal positionF,, such that all th_e trajectories
The mathematical set-up that we adopt is suﬁicienﬂ?re_deconfhcted in time, en_d at the same time, and satisfy
general to allow for the consideration of very large classed given number of constrairttsShould the problem have
of algorithms for trajectory generation, path followingyda & solution, the trajectory planning algorithm produces a
coordinated-path following. For background material oftominal trajectorypg, (¢,) to be followed by vehicle:,
these topics, the reader is referred to [22], [12], [9], [20]Parameterized by, € T := [0,¢s] wheret; denotes the
and [6], [7], respectively. I_ength of the maneuv_elFor th_e sake Qf _clarlty, we re_fe_r to t_he
Notation. | - | denotes the standard Euclidean norm of &me parametet, as virtual-time. This is done to dlstmgmsh
vector inRR", ||ul|; is the (essential) supremum norm of ait from the real timet that unfolds during the execution of
signalu : [0,00) — R™ on an intervall C [0,cc0), and @ MiSsIoN. We now r_nake the key o_bservat|on that V|rtu_al-
fog() = f(g(.) is the composition of functions. In what time can be simply \_/|ewed as a varlqble t_hat parameterizes
follows, Z = {1, ...,n}, pli = Od; andamb — max{a, b}. the spatial paf[hs d_e_rlved from the trajectories above and ca
' vt Bd T 9y ’ therefore be identified with the path parametersi € 7
Il. TIME-COORDINATED PATH FOLLOWING introduced before. These paths, together with the regultin

vehicle speed assignments (specified as functiong)ofare

This section introduces the TC-PF control architecture fo . . ; ; o
a group ofn dynamically decoupled vehicles represented bél_l g:;?ltjj&eg\l/l(;\?gsf?r: %?;2 following, which will dictateotv

genergl iystems of the forin _ 1 Assumption 1We assume the functions;,(.) are Lips-
ti = filwi,ui,wi), yi = gilwi vi), pi = hi(xi), (1) chits onT; with constantL, that is,
wherez; € R™ denotes the state of vehicle u; € R™ lpa; (ta) — pa; (tp)|| < Llte — ts]; Vi € Z, 3

its control input,y; € R?* its measured noisy outpu; . . . o :
an input distlf)rbaﬁzce ang measurement noisg. Thgtgﬁftputand that the trajectories are deconflicted in time to satisfy

p; € R% is the position of vehiclé in an Inertial frame. (L) — g (1 S E YVt €Ty Vi.icTi4i (4

The methodology proposed for TC-PF control unfolds in Ipa; (ta) = paj (ta)l PVl €Ty Vi e Lii £ g (4)
three basic steps that correspond to the three subsystems in 0
Figure 1, described as follows: Lemma 1:Letpy, (.) satisfy Assumption 1 and defide=

e Deconflicted generalized path generatidfeasible time (E — E)/L for arbitrarily E < E. If |t, —t,| < 6, then
trajectoriespg, (t);¢ € Z are generated that guarantee de- o o

confliction in time with spatial clearanc& > 0, that is  IPd:(ta) = Pa;(to)| > B, Vi, j € T3 # j,Vta,ty € T
[pa;(t) — pa; (I > E, V¥t > 0,Vi,j € Z,i # j, and O
simultaneous arrival of the vehicles at their final destores. Lemma 1 can be interpreted as follows: to guarantee the
Having ge_nerated the desweo_l trajectories pa_rametery_aj B minimum spatial clearance df, the mismatcht, — t,| of
single variablet, for each vehicle € 7 we define a desired \it,al-time variables must not excedéd

feasible spatial path as;,(v;) : R — R% parameterized by

a free variabley; € R to be defined later and a generalized Examples include the physical limitations of the vehicteften described
path by ) as acceleration constraints. The initial and final desimgekeds, as well as
P4, (i) := col (pdl. (’yi),pg: (’yi)). (2)  regions to be avoided, are also considered as constraints.



Definition 1: We denote byZ, the set ofn-tuple pq =
(Pa, (), -, Pa, (), Wherepyg, is defined by (2) angy, (t,)
are feasible trajectories that satisfy Assumption 1, toget
with the initial and final constrainte,, (0) = P,, and
pa,(ty) = Py,, respectively for alli € Z, wheret; denote
the simultaneous time of arrival. O

B. Path Following

Definition 2: (see [1]) Consider a set of vehicles with
dynamics (1). We say that a controllBpr;; ¢ € Z given by

(5a)
(Sb)

solves robustly the output path-following problerif, for
every generalized patpg, taken from Z;, there exist an
error signale; and functionss(, o7, 0¢ 05, € K, such
that for bounded signals;, v;, andd,;, all the states of the
closed-loop system (1) and (5) with the exceptiongf) are
bounded, the path-following erroes(t) := p;(t)—pa, (7i(t))
and the speed erros,, (t) := 4,(¢t) — 1,Vi € T satisfy the
detectability condition
lei()] @ les, ()] < o°(lleilljo,y), VieT (6)
ande; is input-to-output stable (I0S) with respectds, v;,
anddy,, that is,
lex ()] < o (lwillio.) @t (1wl o.) 0%, (19a.llj0.)- (7)
O

Ypri: Tpri = Frri(TPFisYi, Pd;> Vd;),
u; = Hpri(ZpFi, Yi, Pd;, Ud;)

For detailed defintions of ISS and 10S, see [11], [21]. In
Section IlI-B we give the example of a path following

close affinity to agreement problems, consensus algorithms
and multi-agent cooperation. See [4], [14], [17] and the
references therein. The tools required to study these gnabl
are diverse and include graph theory [3], [19]. In practice,
some assumptions must me made with respect to the con-
nectivity of the underlying communication graph to ensure
adequate behaviour of the synchronization system. Another
issue of considerable importance is the impact of the rate of
communications on the convergence rates of appropriately
defined error variables. In this paper, we will not examine
this issue in detail. See [7], [4], [1] and the referencesdime
for details.

Definition 3: Consider a set of. vehicles with dynamics
(1) and a generalized paffy € Z,. We assume the vehicles
exchange information over a communication network with
sufficient rate, the graph of which is supposed to satisfy cer
tain connectivity properties. In particular, vehidleeceives
variables; () from vehiclesj € N;, whereN; denotes
the set of neighboring vehicles of vehicleat time¢;. Let
Yi = [ — viljens, € = col(§,94), and g := [0g,]icz. We
say that a set of time-coordination controllétgc,, i € 7
Ycci: toci = Fooilxeo, Yi Pd,, Yi(te)) (8a)

va, = Heoi(reoi, ¥i, Pay, Yi(tk)) te <t < t(lc8—ﬁb1)

solvesrobustly the time-coordination probleifithere exist
functionso®, 05, 0%, 08 € Ko, constante > 0, and a coor-

» Y

dination error signaf that satisfy the detectability property

pax, i) = % ] < o ([€lljp,) <6, 9)

controller for a fully actuated AUV subjected to water cure Where § is defined in Lemma 1, and the input-to-output

disturbances.

C. Time Coordination
Let the position of vehiclei at time ¢t be given by

practical stability property
€l < a3 (Ivllio,) @ ot (llello,n) @,

wherev = [Vi]ier ande := [ei]iez.

(10)
O

pa,(7i(t)), where~; is a variable that parametrizes the pattP- Time-Coordinated Path Following
p4;(-). The trajectory generation at Step 1 guarantees theWe now address formally the TC-PF control problem.

following two facts: 1) if V¢ > 0,7;(t) = ~,(t), then

Theorem 1:Consider the closed-loop systeRy; con-

vehiclei and vehiclej will remain deconflicted; 2) vehicle sisting ofn vehicles with dynamics (1) and feedback control

¢ will follow its trajectory as planned ify;(t) = t and

system (5) and (8). Suppose that each path following con-

the initial time is set to0. In the non ideal case where troller ¥ pr; and coordinated controllét-¢; solve robustly
due to disturbances the vehicles deviate from the planndde output path-following problem and the time-coordioati
trajectories, one can guarantee that the vehicles will be ptoblem, respectively, that is, inequalities (6)—(7),~(Qp)

least E meters apart whenevet;(t) — v;(t)| < ¢ for all
t>0andalli,jeZ.

Using the above observations, we seek closed-loop d

namics fory; to achieve the following two objectives:

1) The errorgy; — v;| must remain sufficiently small to 5 positive numbere
Bounded signalsw

guarantee quasi-simultaneous time of arrival, and
ensure collision-free maneuvers. In addition, — ;|

hold. Suppose further that

0§, © crg (r) <,

(11)
¥'hen, the overall closed-loop system solves robustly the TC
PF problem, that is, there exist functioa$, c¢, o € K,
and a signal erroé such that for
= [wi]iez and v = [Vi]ieIa all the
states of the closed-loop systeRr; with the exception

Vr > rg.

must converge to zero in a disturbance-free situationyy v(t) := [v]ier are bounded, the path-following errors,

2) Inthe absence of disturbances, the dynamies afust

speed errors, and coordination errors satisfy the detéitgab

verify 4; = 1, so as to recover the planned trajectorieg,dition

and optimality is retained. Notice that the mission will

be “near optimal” in the presence of disturbances.

Izneazx(Iei(t)l@lew(t)@?g\;f(%—%)) < o®(lelljo,g) (12)

To meet the objectives above, for each vehicle the nominahde is input-to-output stable with respect égoandv, i.e.,

speed profile is perturbed by a corrective spegd that
is function of the errorgy;

— 7;|. These adjustments are

le(t)] < o5 ([lw] (13)

O

0,4) © o (I¥llo,9) @ e.

done by exchanging coordination information (virtual4im
variablesy;) among vehicles using the supporting commuProof is omitted See [11] for an applicaiton of the small-gain
nication network. The problem of synchronizifpg—-,| has theorem.



IIl. I LLUSTRATIVE EXAMPLE: TC-PFOF MULTIPLE
AUVs

t
) ) N = No;
Ti { ty (18)
Tfi

= 10, Nf; % _
ng; —Mo; ((noi) ! 1) - N # o,

In this section, we provide a specific solution to the sub- ) o ,
problems discussed before. For simplicity of expositior, wT0 formally introduce deconfliction in time constraints, we
adopt a simple 2D kinematic model for fully actuated AUVsdefine the time stamped trajectopy, (1) := pr (7:(t)),

[5].

A. Generation of suboptimal deconflicted trajectories

where the inputs are linear velocity and angular rate [13¥yhere 7i(t) is given by (18). Having fixed the final time
K

the total arc lengthsy, are computed using (17) and
the spatial pathg,, (r;) and speed profileg,, are given by
(15) and (16), respectively. We employ a direct method of

This section describes a solution to the problem of confalculus of variation to determine the optimal simultareou
puting 2D deconflicted trajectories for multiple AUVs that@Tival timet;. We assume the optimal arrival tinie must

satisfy the properties in Definition 1.

lie inside a pre-defined intervdi,,ts]. The mathematical

We denote by, (1;) = (z1, (7;), 22, (r:))" a desired path problem of interest can now be stated formally as that of
to be followed by AUV, parameterized by the virtual arc €0mMputing n

7; € [0, 7y,], wherery, is the total virtual arc length between
Py, and Py,. Following [22], we let the coordinates, and

x2 be represented by algebraic polynomials of deg¥veef

the form N .
o(r) =Y akits k=1,2, (14)
=0

t;pt =arg min w;J; (19)
ty€ta,ta]
subject to (4) for deconfliction in time, and
. (s / .
Umin S 771(7-1)Hp7»(7'z)” S Umax (20)

i (7o) ||m} ()}, (73) 4 03 (76) P (T)]] < Gmaas

e
where, for ease of notation, we have dropped the vehicler, € [0,7,], wherew;;i = 1,...,n are positive weights.

index. The degreeV of the polynomialszy(7);k = 1,2

The criterion J; may be taken as the total energy con-

is determined by the number of boundary conditions thatumption along a trajectory. We I¢" ||p.. (7)[|>n;(7)*dr,
must be satisfied. In the sequel, we will let the primén the examples presented here. The rationale for this cost
sign / stand for 9/0r and » for the second derivative function stems from the fact that the instantaneous power
operator. Further, dot signs and — denote the first and the required for vehicle maneuvering is proportional to theecub
second time derivatives. Givery and terminal constraints of speed. This constrained optimization problem over alsing

xk(O),x;(O),:vZ(O),:vk(Tf),x;(Tf), and .I'Z(Tf), for k =

optimization parameter can be solved in real-time using any

1,2, the coefficients ofV = 5th order polynomial are easily zero-order optimization technique (see [22]).

computed from
0 0 0 0 0

1 ak,0 z(0)

o1 0 0 0 0 an 2/, (0)

00 2 0 0 0 az | _ | #0)

L A A A ar,3 i (75)

0 1 21 377 41} 57} a4 . (7y)

0 0 2 675 1277 207} k.5 i (1y)
(15)

Notice that a Lipschits constant for functiopg (.) can be
computed ad. = Vyaa = MaXe(o,¢ ) Pd; (t). The outcome
of this step is a set of trajectorigg, (.) from which ann-
tuple generalized pathg € Z; is generated.

'B. Path following: single AUV

Consider an AUV depicted in Figure 2, together with a
spatial pathl’ parameterized by, (;) obtained using the

It is important to notice that the parameterization (14jnethod described in Section IlI-A. In the figur®, is an
completely determines the AUV's spatial profile, thatisDa 2 arpjtrary point on the path to be followed ayis the center
path that satisfies all boundary conditions by construction of the mass of the vehicle. Associated wih consider the
now remains to address the time related requirements whigferret-Frene{T}. The center of mas§ can be expressed
include deconfliction in time and simultaneous arrival. Teejther ag; in the inertial reference framgu}, or as(z., v.)
deal with this situation and avoid collisions, we need telab jn {T}. Define two frames with their origin at the center of
each point on the pathwith a time tag. This is equivalent mass of the vehicle: i) thé@ody-fixed framedenoted{B}
to defining7; or, equivalently, defining speed profiles of theyith its z-axis along the main axis of the body, and ii) the
AUV ;i € T along the paths, sincg., = 7;p/, . We define flow framedenoted{F} with its z-axis along the vehicle total

d‘l’,;

ni(7;) =
spatial derivatives op,., satisfy

Pr, = nampl, +nipl
For the purposes of this paper it is sufficient to chogst®
be an affine function of;, that is,n;(r;) = no, + 2= 7,
with 7o, = [|p,,(0)[|, and ny, = ||pr,(tf)]l, wheret; is
selected as an optimization parameter. bgt,,, Ve and
amas b€ predefined bounds on the vehicle’s velodjfy., ||
and acceleratiofip,, ||. By integratings; = n;(7;), the virtual

(16)

arct; and timet are related through the following equations ( ;.

M0, tfs Nf: = Mo,
T = Nf; —No; ) (17)
! { In(ny,; /1o, )‘tf nf; # Mo,

7+ With the above definitions, the temporal andvelocity whose magnitude is denoted by Further lety

and ¢ denote the angle froMT} to {U} and from {F}

to {U}, respectively. The yaw angle of the vehicle will be
denoted) g, andr; = ¢ is the angular speed of the vehicle.
We will consider water currents as disturbances acting en th
vehicle. We letv, and. denote the speed and orientation,
respectively, of the water current in the inertial frameeTh
desired speed profile is given by, (vi) = [[pj (v:)|, and

$; = vg,”; wheres; is the signed curvilinear abscissa Bf
along the path. Simple computations lead to the kinematics
of the vehicle in the error coordinatés., , ye,, ¢, ) as

= (Ye,Ce, — Dva,¥i + v; cO81e; + Ve COS Ver
Ye: = —Te,Ce,Vd; Vi + Visin Ve, + Ve SiNYer
wei - Ty — CC,; vdi '71 + BZ

(21)



solves robustly the time-coordinated path following pesbl
defined in Section II-D, witl) < k. < 1. Namely, the speed
correction remains boundedy, (t) > vpmin(1 — k.) — v4,,
and [e| < o (lve(t)]o,g) for someo; € K, where
& = maxier{|ei, |es,

} @ & is a TC-PF error and =

max;jen; iz | — Vil O
Proof is omitted.

IV. SIMULATION RESULTS

As an illustrative example, we consider the problem of
deconflicted simultaneous arrival of two AUVs in 2D space.

A. Deconflicted path generation
Vehicle 1 starts atz1(0) = (0,0)"[m] with velocity
v1(0) = (0.5,0)"[m/s] and zero acceleration. Vehicle 2
Fig. 2. Frames and error variables starts atz2(0) = (0,5)"[m], with the same velocity and
where,, = pp — P, Yo = Yo — U, B = bp — bp is acceleration. The aim is to generate deconflicted trajecto-

the angle of side-slip, and., is path curvature at poinP. "€S that end atui(t;) = (10,10)"[m], and zs(t) =

See [8] for the details of the derivation. As seen from (21){15 10)"[m] for vehicle 1 and 2, respectively, for a terminal

the equations of motion are driven by, r; and termy; that time 30s< ¢ty < 60s. We also require Fhat the final velocities

plays the role of an extra control signal. be (0.75,0)"[m/s] and the accelerations be zero. A set of
Lemma 2:[Path Following Consider AUV i with the ~admissible polynomials of order 5 far; € [30,60]s was

equations of motion (21) together with the p&ihy,, p)’) computed; the optimal simultaneous time of arrlvad‘j?g =

to be followed. Let ‘" 46.5s.

v; = Vg, + Vg, (228) B, simulations

i = Ce,va, Vi + G — k3(Ye, — G) — kaye,vios — B (22b) The performance of the algorithm developed is illustrated
. —koye, sin e, —sin C; in this section with the help of numerical simulations. The
where(; = arcsin(=5), 00 = — - —g— and let the  conq1 gains in (22) and (25) are set kg = 5, ks = 1,
dynamics ofP on the path be governed by the feedback IaV)q73 = 034, d; = 1, and k. = 0.5, in S| units. The
. Vd; ) k1 first simulation (see Figure 3) was performed for the ideal
Fi= 1+ v_d_)COb Ves + U_dsat(xei) (23)  sjtuation where there are no disturbances. In this case, as
wherek; > 0,0 < ko <11, ks > 0 andd; > 0. If the speed planned, both AUVs arrive at their final destinations at=
correction termy,, satisfies lower bound;, > v, —v4, for  46.8[s] (close tot?pt), and the maneuver is deconflicted. The
somew,, > 0, andv,. is small enough, then the PF controlsecond set of simulations show the effects of a water current
defined by (22)—(23) solve robustly the output path follayvin with speedv. = 0.1[m/s] and orientatiory). = =[rad] in
problem defined in Section 1I-B, where the following IOSthe inertial frame. See Figure 4 where the labels along the
relations hold, paths indicate times of arrival of the AUVs at the marked
les| < o1(]|ve(®)lo,9) (24a) positions. Although it takes longer for the AUVs to arrive
les;| < oa([[ve(®)lljo.) @ 5 (|7a, (24b) at the final destln_atlons, they both arrive at almost the same
time ¢y = 56[s]. Figures 5 and 6 show the time-coordination
for path-following errore; and speed tracking erref,. [ error and the AUVs distance from each other, respectively, a
Proof is omitted. a function of time. Notice that the coordination error grows
C. Time-coordinated path following in the case of water current, but not so much as to lead to
) ] ; . a collision. Figures 5 and 6 include two other tests as well,
The AUVs will adjust their speed according 19, — ;| o further demonstrate the effect of disturbances. When no
to keep the latter variable small and drive it to zero ifjme-coordination is performed, the spatial clearancesgoe
the absence of disturbances. This requires a communicatiggyn to 0.6[m] and temporal coordination error raises to
network for the exchange of information among AUVs. W96.5[sec]. When the communication channel is 166t% of

avail ourself of some results on graph theory. See [3]. Wgme, the clearance is still acceptab®9[m], and the time-
will assume that the underlying communication graph igoordination errors increase fo65[sec].

UQSC (uniformly quasi-strongly connected). See [15] for
the definition of UQSC. We now state the main result of this V. CONCLUSION

section. ] ) . . The paper developed a general framework for the study of
Theorem 2:[Time-coordinated path-followijgConsider myltiple vehicle, time-coordinated path following (TCPF
n AUVs and n-tuple trajectoriespa € Z; generated in proplems. With the framework adopted, the solution unfolds
Section IlI-A. Assume each AUV is equipped with the pathn three steps: 1) Generation of deconflicted paths, togethe
following algorithm of Lemma 2 and the communicationyith the corresponding nominal vehicle speed profiles along
graph is UQSC. For any rate of communication losses arflem, 2) Path following for each vehicle along its assigned
sufficiently smallk /., the speed correction control law  path, and 3) Coordination of the relative motion of the
Vg, = L(l—kc sat( Z vi—7;))—va;, Vi € T (25) vehicles along their paths, so as to guarantee deconfliction
| cos ¢e | JEN: and equal times of arrival. The paper formulated the problem

0,4)-
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no current

Fig. 3. Desired and actual trajectories of the AUVS; no aurre
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Fig. 5.

Coordination errofy; — 2

Fig. 4. Desired and actual trajectories of the AUVs; current= 0.1[m/s]

mathematically, offered a general framework for its solnfi

and illustrated the efficacy of the methodology proposegol
through simulation with dynamic models of autonomou

4.5 == no time—coordination
0o 90% comm. losses
4r = = = no comm. losses
5 no water current
35 o5 . : :
= 3 \,\.‘4"‘\,\'
\
250 N
\
2F o
\
150 *
\
1t \
Ky
05 i i i i i i
0 10 20 30 40 50 60
time [s]
Fig. 6. Clearancé|pi(t) — p2(t)||

1]

underwater vehicles. Future work will aim at accommodating
logic based communications.
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