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Abstract: In this paper we describe an automatic system for transforming (transcribing) man-made melodic whistles into
MIDI-like symbolic representations. Given the monophonic nature of whistling, our system is mainly based
in pitch detection and tracking methodologies. In particular, we compare four pitch detection techniques:
Temporal Autocorrelation Function (tACF), Average Magnitude Difference Function (AMDF), Spectral Au-
tocorrelation Function (fACF), and the Harmonic Product Spectrum (HPS). Results for both synthetic and
real (man-made) whistling signals are presented in the paper, showing that the system can effectively do the
transcription work. A comparative evaluation of the four pitch detection algorithms is also performed.

1 Introduction

With the continuous advances in digital signal
processing techniques, the automatic transcription
from an acoustic waveform to a symbolic represen-
tation is now possible. Musical transcription of audio
data is the process of taking a segment of digital au-
dio data and extracting from it the symbolic informa-
tion that can be represented, for instance, in a music
score1. It can be viewed as reverse-engineering the
“source code” of a music signal [3], that we do not
expect the average human to be able to do that easily.

The reason why we have chosen whistling as our
input instrument is due to its universality and accessi-
bility to anyone regardless of the musical background.
The most common mode of whistling, and the one
considered in this work, is the‘sporgendo’in which
the lips are rounded (forming an ‘o’).

The human whistle is a close flue pipe instrument,
high-pitched, that can be classified in term of its range
as a ‘sopranino’ instrument. A typical compass range
from aC5 to aC8, although exact compass and range
varies with each individual1.

The purpose of the present work is to develop an
automatic score extraction system, using monophonic

1http://www.synthonia.com/artwhistling

melodic whistles as input. Four different pitch detec-
tion techniques were tested and evaluated. The fea-
tures used to identify each note are the pitch (i.e., the
fundamental frequencyF0), the amplitude, the onset,
and the duration.

Pitch is the perceived quality of a sound that is
chiefly a function of its fundamental frequency [7].
Whereas pitch is a perceptual attribute evoked in the
auditory system, the fundamental frequency (F0) is
the corresponding physical attribute defined for pe-
riodic or nearly periodic sounds only, and corre-
sponds to the inverse of the period. Humans are said
to be interval-sensitive (the difference between two
pitches is called an interval), perceiving two differ-
ent melodies that have the same pattern of intervals
(melodic contours) to be essentially equivalent2, de-
spite their absolute pitches.

To achieve the stated objective, the first two fea-
tures (pitch and amplitude) were considered. The
strategy consists in tracking the pitch of the signal and
with information of loudness (rhythm), correct possi-
ble errors of the tracker (in particular, note onset and
duration).

2One notable exception are the ones who are said to have
absolute pitch, meaning that they are able to identify notes
by hearing in absolute terms.
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For the pitch detection task, four algorithms were
tested. In general, these algorithms can be divided
into two groups: those that look for frequency partial
at harmonicspectral locations(in time domain), and
those that observespectral intervalsbetween partials
[3] (in frequency domain). The temporal Autocorre-
lation Function (tACF) and the Average Magnitude
Difference Function (AMDF) that belongs to the first
group, while the frequency Autocorrelation Function
(fACF) and Harmonic Spectrum Product (HSP) to the
second.

Notes can be specified in terms of octaves, semi-
tones, or others units, however, and because the pitch
is a continuous variable, assigning a musical note to
a given frequency involves quantization. The Musical
Instruments Digital Interface (MIDI), a standard for
controlling and communicating with electronic musi-
cal instruments, employs the standard representation
of Western music, assigning an integer to each note of
the scale, in semitone intervals.

The identification of pitch has been object of
research for several decades, and is practically a
solved problem now in the case of single instruments
[6]. However, transcribing sounds produced by hu-
mans, such as singing, humming and whistling, is a
much more difficult task. Related work, transcribing
singing monophonic music [4] and hummed tunes [1],
have shown good results.

The structure of this paper is the following: sec.2
describes the main blocks of music transcription algo-
rithm, followed by the description of the pitch tracker
methods in Sec.3. Finally, a comparison of the results
is presented in Sec.4, followed by some concluding
remarks in Sec.5.

2 TRANSCRIPTION SYSTEM
OVERVIEW

The main algorithm has the task of translating
sound to a musical score format. In this format all
notes have a starting time, a duration and a pitch,
listed sequentially in time.

Our transcription system has three main steps:
preprocessing, pitch detection, and notes segmenta-
tion (see Fig 1). These steps are detailed next.

The first step of the transcription system consists
in segmenting the sound signal into frames (time win-
dows) of constant length. The signal envelope is then
calculated for each frame in order to skip the pitch
detection when the energy falls below an audibility
threshold. When a silence moment is detected, a null
pitch value is assigned to that frame.

Pitch detectionassigns a fundamental frequency,
F0 to each signal frame. It is based on the computation
of a similarity measure between a frame of the signal
and delayed versions of that frame, and then finding
the pitch at the maximal peak of the similarity. In
the next section we detail four alternative methods for
pitch detection, including one detector based not on
time but on products of decimated spectrograms.

Given an array of pitch values, one for each sig-
nal frame, our system quantizes the pitch values to
a MIDI-like quantized-scale, and applies non-linear
filtering to remove pitch outliers. The non-linear fil-
tering reduces the number of pitch-outliers within si-
lence according to a minimum note duration param-
eter (100ms). Pitches lasting less than the minimum
duration are discarded. Pitch-outliers, spanning less
time than the minimum duration and detected within
groups of samples with constant pitch values, are also
corrected: the middle (outlying) group of pitches is
assigned the value of their neighbors. This allows
correcting some variations inside a tone. In order to
separate the notes accurately, our system comprises
also an outliers removal procedure for pitches be-
tween tones.

The notes segmentation process groups se-
quences of equal pitch values into notes. The constant
pitch value characterizing each group defines the note
height while the number of grouped pitch values de-
fines the duration. Hence, the termination of a note
is determined by the beginning of a new note or by
the detection of silence. An energy based onset de-
tector is not directly applied, but is used to fix some
notes fragmentation at the non-linear filtering block.
Finally, the pitch value of each note is converted to a
MIDI-key, K(F0):

K(F0) = round

(

12× log2

(

F0

440

))

+69 (1)

For example, the A4 pitch (F0 = 440Hz) corresponds
to the MIDI-key numberK(F0) = 69. A total of 10
complete octaves (128 notes) are possible to repre-
sent, ranging from 8.176Hz to 13344Hz.

3 PITCH DETECTION METHODS

3.1 Temporal Autocorrelation

Time-domain autocorrelation function (tACF) based
algorithms are among the most popularF0 estimators
[3]. The technique consist in picking peaks in the au-
tocorrelation function:

rxx(n) =
1
N ∑N−n−1

K=0 x(k)x(k+n) (2)



Figure 1: Transcription system.

Because a periodic signal will correlate strongly with
itself when delayed by the fundamental period, the
time offset(n) corresponding to the highest peak in
the autocorrelation will give the period (1

F0
) of the

waveform. In practice, a similar and more efficient
(NlogN instead ofN2) function is used via the fast
Fourier transform (FFT). This expression, based on
theWiener-Khinchintheorem [2], is given by:

r(τ) = IDFT (|DFT(x(n))|2) (3)

Another advantage of this method is its efficiency
in identifying hidden periodicities, e.g. in situations
with a weak fundamental. Its superior robustness to
noise is another quality. Presenting a desired logarith-
mic resolution3 even with a lower FFT order and win-
dow size, excellent results are possible. However, this
effectiveness at mid to low frequencies could intro-
duce errors at high fundamental frequencies, in which
the range of possible fundamental frequencies is lim-
ited. The calculation ofF0 is performed directly from
a shift of samples, and then a lower sampling rate im-
plies a lower resolution in pitch. Another shortcoming
of this method, besides this sensitiveness to the sam-
pling rate, is its tendency to halving the correctF0 in
harmonic sounds. This happens because the periodic-
ity of that signals provokes a periodicity in theACF,
with peaks at integer multiples of the period.

3.2 Average Magnitude Difference
Function

Average Magnitude Difference Function (AMDF)
looks for the difference of a signal with a time lag
of itself, rather than the product.

ψ(τ) =
1
N

N−1

∑
n=0

|x(n)−x(n+ τ)| (4)

3Notice that in occidental representation of music the
two consecutive semitones are separated by a 2

1
12 ratio,

copying the logarithmic sensibility of the human auditory
system.

In opposition totACF, there will be valleys at maxi-
mum similarity instead of peaks. Excluding the first
null at time zero, the smallest minimum will corre-
spond to the fundamental period (T0). As in tACF,
several candidates toT0 are discarded, corresponding
to multiples ofT0.

3.3 Spectrum Autocorrelation

The frequency-domain autocorrelation function
(fACF), as the time-domain ACF, has been used
with success over the years in someF0 estimators.
But in opposition with thetACF, the spectral ACF
is a spectral-interval typeF0 estimator, observing
frequency locations between partials. The basic
principle is based on the observation that harmonic
sounds possess a periodic magnitude spectrum.
Thus, any two spectral components with a frequency
interval m, multiplied by the sampling rate and the
inverse of the FFT order (mFs/K) is a F0 candidate,
as shown in Eq.5, wheret represents the time delay:

r̃(m) =
2
K ∑K/2−m−1

k=0 |X(k)||X(k+m)| (5)

The maximum value of the autocorrelation corre-
spond to the period of the signal waveform, discard-
ing the obvious maximum value atm = 0 (that cor-
responds to the energy of the signal). Another local
maximums appear at integer multiples ofF0, because
the periodicity of the magnitude spectrum at multi-
ples values ofF0 rate, and so, some erroneous doubled
values ofF0 could appear. Another handicap results
from its constant frequency resolution. This problem
is more severe in low frequencies, where resolution
could be not enough. That contradiction with the hu-
man perception of music, which is logarithmic, will
damage the final detection. Thus, bigger FFT orders4

are needed to increase the range of possible frequen-
cies at low frequencies, which lead to a unnecessary
wide range of possible frequencies at high frequen-
cies, and a rise in computation time.

4Notice that increasing the FFT order the temporal res-
olution is degraded.



Figure 2: Overview of the HPS algorithm

3.4 Harmonic Product Spectrum

The Harmonic Product SpectrumHPSpitch-detection
algorithm [5], measures the maximum coincidence
for harmonics, for each spectral frameX(ω),

Y(ω) =
D

∏
d=1

|X(ωr)| Ŷ = max
ωi

{Y(ωi)} (6)

whereD is the number of harmonics to be included in
calculations, andωi are the range of candidates toF0.
The value ofωi corresponding to the maximum value
of the resulting periodic correlation array,Y(ω), will
support theF0. The idea follows from the fact that a
musical input signal presents a spectrum consisting of
a series of peaks, corresponding to fundamental fre-
quency with harmonic components at integer multi-
ples of the fundamental frequency. Hence when the
spectrum is downsampled (compressed a number of
times), and compared with the original spectrum, the
strongest harmonic peaks line up. The first peak in
the original spectrum coincides with the second peak
in the spectrum compressed by a factor of two, which
coincides with the third peak in the spectrum com-
pressed by a factor of three. Hence, when the vari-
ous spectrums are multiplied together, the result will
form clear peak at the fundamental frequency. Fig-
ure 1 demonstrates the HPS algorithm graphically for
a windowed signal waveform, where an FFT is exe-
cuted to the window(left), and several downsampled
versions are made(center). The product of the down-
sampled signals, with a most likely pitch for the anal-
ysis window very clear, is shown on the far right of
the figure.

The method presents some nice features: it is
computationally inexpensive, it is reasonable resis-
tant to additive and multiplicative noise, and it is ad-
justable to different kind of inputs. However, its res-
olution is only as good as the length of the FFT used
to calculate the spectrum. If a short and fast FFT is
performed, a limitation in the number of discrete fre-
quencies occurs. So, and as thefACF, in order to gain
a higher resolution in the output, a larger FFT order is

necessary5.

4 RESULTS

The data sets used to test the transcription method
comprised synthetical and man-made whistle sounds.
The synthetical sound allows evaluating the influence
of the various parameters on the accuracy of the tran-
scription, without having to consider the usually large
errors introduced by the performance of a human
whistling.

Figure 3(a), shows theHappy-Birthdayscore used
to create aMIDI file and subsequent synthetic whis-
tle sound, using a common PC software synthesizer.
The figure shows also the translations by the proposed
system using each of the four pitch detection methods
detailed in Sec.3. As expected, the transcription of the
synthetical whistle did not produce significant errors:
all the pitches correspond exactly to the played notes;
only small time misalignments occur.
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Figure 3: Artificial whistling generated from (a) and its
transcription based on temporalACF (b), AMDF (c), spec-
tral ACF (d), andHPS(e).

The accuracy of the translation methodology
was evaluated considering various transcription-
parameters: minimum and maximum detectable fre-
quencies, minimum note duration, window type, and
window length.

The minimum frequency threshold is an important
factor in the performance of temporal techniques: set-

5This requires more time and decreases the temporal res-
olution.



ting it too high implies losing low pitches, while if set
too low implies processing very large samples. We
chose 440Hz as a trade-off between the risk of not
detecting low frequency notes and fast computation.
The minimum note duration and maximum detectable
frequencies, were set to 100msand 4410Hz respec-
tively. These allows for the detection of notes larger
than 100ms (10 notesper second, or one semiqua-
ver in 150 B.P.M.≈ Vivace), with pitches between
anA4 and aC8, while covering the range of a typical
whistling (see Sec.1).

The window type in our experiments did not in-
fluence significantly the results. Hence, in this pa-
per we document just the experiments done with the
Hanningwindow. The windows size affects signifi-
cantly however the results. Table 1 shows the ranges
of window sizes for which there are no transcription
errors. Using large windows prevents detecting fast
notes, while using small windows implies processing
a larger number of frames (better time resolution), but
with a reduced frequency resolution.

In our experiments thetACF and theHPS, with
1024 and 2048 window sizes respectively, yielded
the smallest alignment errors between the transcribed
sound and theMIDI file format (ground truth) gen-
erated from the original score. ThetACF was the
fastest method, even in the case of the largest win-
dow size (note that this method actually works faster
as the window size grows). In a 12 seconds signal,
the tACF takes about 1 second of processing time, as
compared to the 4 seconds taken by theAMDF.

Table 1: Tolerance to the choice of the frame window size,
for all the pitch tracking techniques, for a 44.1kH sample
rate. Dec indicates the temporal decimation order (when
used).

Method Dec Tolerance Dec Tolerance
tACF No [512-8192] 5x [128-1024]

AMDF No [256-8196] 5x [64-1024]
HPS No [2048-8192] 5x [512-2048]
fACF No [None] 5x [512-1024]

The tests with man-made whistle sounds allow
evaluating the effectiveness of the proposed solu-
tion. As noted in the introduction, the inaccuracy of
whistling, as for instance with non-steady pitches, or
with missing, inserted or translated notes, imply tran-
scription errors. The extent to which these difficul-
ties are resolved shows the robustness of the proposed
system in the detection and amendment of uninten-
tional pitch variations in the whistling sound.

Figure 4 shows the amplitude envelope and the
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Figure 4: Transcription of a human whistle sound (a) with
spectrogram (b). Results obtained withtACF (c), AMDF
(d), fACF (e), andHPS(f).

spectrogram of aHappy-Birthdaywhistling, together
with the resulting transcription for each pitch tracking
method described in Sec.3. The three best results for
each technique are presented in Tab.2, as well as the
insertion, deletion, and substitution errors (as a per-
centage of the total number of notes-symbols).

In our experiments, theHPSmethod, despite mak-
ing an almost correct transcription, showed less per-
formance than the other methods. In particular, it was
necessary to pre-filter the man-made whistle sound,
with a 99th-order FIR bandpass filter tuned for typi-
cal whistling sounds, as otherwise the estimated pitch
would be oscillating between a base range of values
and the same range translated one octave upwards.
This was expected asHPS is known to require sig-
nals with significant harmonic components (partials /
overtones), which do not happen in whistle sounds,
as noted in Sec.1. This characteristic of the whistling
timbre, that reduces the efficiency of spectral-interval
typeF0 estimators as theHPS, actually improves the
performance of spectral-location typeF0 estimators as
the tACF and theAMDF. The existence of weakF0
multiples (overtones) have the positive effect of re-
ducing octave errors.

Comparing thetACF method with thefACF, the
former is more robust, accurate and faster, even in the
case where thefACFdecimated the input signal. Tem-
poral methods are both accurate, but the use of the
FFT in thetACF algorithm makes it faster. The best



overall transcription performance was obtained using
tACF with a window of 512 samples. No tracking er-
rors occurred in a calculation time of 15% of the input
signal time.

Table 2: Errors in the detected notes. Insertions error rate
ei , deletions error rateed, and substitutions error ratees.
Methods tested with the specified window sizes (three best
results in each method). The † means a previous decimation
of the signal (2x to a sample rate of 8kH). Bold shows the
best window size within each method.

Method window ei ed es eT

128 0% 0% 0% 0%
tACF 256 0% 0% 4% 4%

512 0% 0% 0% 0%
256 4% 0% 0% 4%

AMDF 512 0% 0% 0% 0%
1024 0% 0% 4% 4%
1024 4% 4% 0% 8%

fACF 512 4% 0% 4% 8%
512† 4% 0% 0% 4%
1024 0% 8% 4% 12%

HPS 256† 0% 8% 4% 12%
128† 0% 8% 4% 12%

5 CONCLUSIONS

In this paper we proposed a transcription system
of musical-whistling to a MIDI-like representation. In
particular, we have compared four options for pitch
detection, a central component of the system. Our ex-
periments showed that the system performs success-
fully the transcription, and the pitch detection meth-
ods proved to be functional in a wide range of the
parameters.

As future work envisage applications of the tran-
scription system as an input device for a music iden-
tification and database retrieval system.
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