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Abstract - This paper presents a new Ultra-Short

Baseline (USBL) tightly-coupled integration tech-

nique to enhance error estimation in low-cost strap-

down Inertial Navigation Systems (INSs) with appli-

cation to underwater vehicles. In the proposed strat-

egy the acoustic array spatial information is directly

exploited resorting to the Extended Kalman Filter

implemented in a direct feedback structure. The de-

termination and stochastic characterization of the

round trip travel time are obtained resorting to pulse

detection matched filters of acoustic signals mod-

ulated using spread-spectrum Code Division Multi-

ple Access (CDMA). The performance of the overall

navigation system is assessed in simulation and com-

pared with a conventional loosely-coupled solution

that consists of solving separately the triangulation

and sensor fusion problems. From the simulation re-

sults it can be concluded that the proposed technique

enhances the position, orientation, and sensors bi-

ases estimates accuracy.

Keywords: Sensor Modeling, Tracking and surveillance,

Fusion architecture, Application of fusion.

1 Introduction

Worldwide, there has been an increasing interest in
the use of underwater vehicles to expand the ability to
accurately survey large ocean areas. Future missions
at sea include environmental monitoring and surveil-
lance, underwater inspection of estuaries, harbors, and
pipelines, and geological and biological surveys [1].
The use of these robotic platforms requires low-cost,
compact, high performance robust navigation systems,
that can accurately estimate the vehicle’s position and
attitude. These facts raised, in the last years, the
robotics scientific community awareness towards the
development of accurate navigation systems [2, 3].

Inertial Navigation Systems (INS) provide self-
contained passive means for three-dimensional posi-
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tioning in open ocean with excellent short-term ac-
curacy. However, unbounded positioning errors in-
duced by the uncompensated rate gyro and accelerom-
eter errors degrade the INS accuracy over time. This
degradation is more severe for low-cost INS systems,
requiring aiding sensors and more complex filtering
techniques in order to meet performance specifications
and to tackle noise and bias effects. New onboard
aiding compensation techniques and multiple inertial
sensor error models have been recently taken into ac-
count in the navigation system’s structure, to enhance
its performance and robustness. Among a diverse set
of promising techniques, an Extended Kalman Filter
(EKF) implemented in a direct feedback configuration,
allows to estimate position, velocity, orientation, and
inertial sensor biases errors [4].

Figure 1: Mission scenario

This paper presents a new Ultra-Short Baseline
(USBL) tightly-coupled integration technique to en-
hance error estimation in low-cost strapdown INS with
application to underwater vehicles. In the proposed
navigation architecture, the USBL acoustic array is in-
stalled onboard the vehicle to avoid the extensive use
of an acoustic communication link between the vehicle
and the reference station. In the paper it is assumed
that the USBL provides either the range, azimuth and
elevation or the round trip travel time to each of the
array transducers. The USBL array interrogates the
transponders located in known positions of the vehi-
cle’s mission area as illustrated in Figure 1.

Typical USBL/INS integration techniques, usually
named loosely-coupled, rely on solving separately the
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Figure 2: Navigation System Block Diagram

triangulation and sensor fusion problems, not taking
into account the acoustic array geometry in the nav-
igation system. The new proposed tightly-coupled
USBL/INS integration strategy exploits directly the
acoustic array spatial information, resorting to an EKF
in a direct feedback configuration.

The paper is organized as follows: Section 2 briefly
discusses the INS structure and algorithm adopted in
this work. The main contribution of this paper is pre-
sented in Section 3, where the observation equations for
the new USBL/INS integration strategy are derived. A
solution for the classical strategy is also presented for
benchmarking purposes. Comparison results of both
strategies are presented in Section 4. Finally, Section 5
provides concluding remarks on the subject and com-
ments on future work.

2 Aided Inertial Navigation Sys-
tem

This section describes the navigation system architec-
ture, depicted in Figure 2. The INS is the backbone
algorithm that performs attitude, velocity and position
numerical integration from rate gyro and accelerometer
triads data, rigidly mounted on the vehicle structure
(strapdown configuration). The non-ideal inertial sen-
sor effects due to noise and bias are dynamically com-
pensated by the EKF to enhance the navigation sys-
tem’s performance and robustness. Position, velocity,
attitude and bias compensation errors are estimated
by introducing the aiding sensors data in the EKF,
and are thus compensated in the INS according to the
direct-feedback configuration shown in the figure.

2.1 Inertial Navigation System

For highly maneuverable vehicles, the INS numerical
integration must properly address the angular, veloc-
ity and position high-frequency motions, referred to as
coning, sculling, and scrolling respectively, to avoid es-
timation errors buildup. The INS multi-rate approach,
based on the work detailed in [5, 6], computes the
dynamic angular rate/acceleration effects using high-
speed, low order algorithms, whose output is periodi-

cally fed to a moderate-speed algorithm that computes
attitude/velocity resorting to exact, closed-form equa-
tions. Applications within the scope of this paper are
characterized by confined mission scenarios and lim-
ited operational time allowing for a simplification of
the frame set to Earth and Body frames and the use
of an invariant gravity model without loss of precision.

The inputs provided to the inertial algorithms are
the integrated inertial sensor output increments

υ(τ) =
∫ τ

tk−1

BaSF dt

α(τ) =
∫ τ

tk−1
ωdt

where BaSF and ω represent the accelerometer and
rate gyro readings, respectively. The inertial sensor
readings are corrupted by zero mean white noise n and
random walk bias, ˙̄b = nb, yielding

BaSF =B ā +B ḡ − δba + na

ω = ω̄ − δbω + nω

where δb = b− b̄ denotes bias compensation error, b̄
is the nominal bias, b is the compensated bias, Bḡ is
the nominal gravity vector, and the subscripts a and
ω identify accelerometer and rate gyro quantities, re-
spectively.

The attitude moderate-speed algorithm computes
body attitude in Direction Cosine Matrix (DCM) form

Bk−1
Bk

R(λk) = I3×3 +
sin ‖λk‖
‖λk‖ [λk×]+

1− cos ‖λk‖
‖λk‖2 [λk×]2

(1)

where ‖ · ‖ represents the Euclidean norm, {Bk} is the
Body frame at time k and Bk−1

Bk
R(λk) is the rotation

matrix from {Bk} to {Bk−1} coordinate frames, pa-
rameterized by the rotation vector λk. The rotation
vector updates are formulated as

λk = αk + βk

in order to denote angular integration and coning at-
titude terms αk and βk, respectively. The attitude
high-speed algorithm computes βk as a summation
of the high-frequency angular rate vector changes us-
ing simple, recursive computations [5], providing high-
accuracy results.



Using the equivalence between strapdown attitude
and velocity/position algorithms [7], the same multi-
rate approach is applied [6] to compute exact velocity
updates at moderate-speed

vk = vk−1 +E
Bk−1

R∆Bk−1vSF k + ∆vG/Cor k

where ∆Bk−1vSF k is the velocity increment related to
the specific force, and ∆vG/Cor k represents the ve-
locity increment due to gravity and Coriolis effects [6].
The term ∆Bk−1vSF k also accounts for high-speed ve-
locity rotation and high-frequency dynamic variations
due to angular rate vector rotation, yielding

∆Bk−1vSF k = υk + ∆vrot k + ∆vscul k

where ∆vrot k and ∆vscul k are the rotation and
sculling velocity increments respectively, computed by
the high-frequency algorithms.

Interestingly enough, a standard low-power con-
sumption DSP based hardware architecture is suffi-
cient for running the INS algorithms using maximal
computational accuracy at high execution rates. This
allows to use maximal precision so that computational
accuracy of the INS output is only diminished by the
inertial sensors noise and biases effects.

Readers not familiarized with INS algorithms are
referred to [5, 6, 8] for further details.

2.2 Extended Kalman Filter

The EKF error equations, based on perturbational
rigid body kinematics, were brought to full detail by
Britting [8], and are applied to local navigation by
modeling the position, velocity, attitude and bias com-
pensation errors dynamics, respectively





δṗ = δv
δv̇ = −Rδba − [RBaSF×]δλ +Rna

δλ̇ = −Rδbω +Rnω

˙δba = −nba

˙δbω = −nbω

(2)

where the position and velocity linear errors are de-
fined, respectively by

δp = p− p̄ (3)
δv = v − v̄ (4)

matrix R is the shorthand notation for Body to Earth
coordinate frames rotation matrix, E

BR, and the atti-
tude error rotation vector δλ is defined by R(δλ) ,
RR̄′, and bears a first order approximation

R(δλ) ' I3×3 + [δλ×] ⇒ [δλ×] ' RR̄′ − I3×3 (5)

of the DCM form expressed in (1). In particular, the
proposed error filter underlying model (2) includes the
sensor’s noise characteristics directly in the covariance
matrices of the EKF and allows for attitude estimation
using an unconstrained, locally linear and non-singular
attitude parameterization.

Once computed, the EKF error estimates are fed
into the INS error correction routines as depicted in

Figure 2. The attitude estimate, R−k , is compensated
using the rotation error matrix R(δλ) definition, which
yields

R+
k = R′

k(δλ̂k)R−k
where R′

k(δλ̂k) is parameterized by the rotation vector
δλ̂k according to (1). The remaining state variables are
linearly compensated using

p+
k = p−k − δp̂k

v+
k = v−k − δv̂k

b+
a k = b−a k − δb̂a k

b+
ω k = b−ω k − δb̂ω k

After the error correction procedure is completed,
the EKF error estimates are reset. Therefore, lin-
earization assumptions are kept valid and the atti-
tude error rotation vector is stored in the R+

k ma-
trix, preventing attitude error estimates to fall in sin-
gular configurations. At the start of the next com-
putation cycle (t = tk+1), the INS attitude and veloc-
ity/position updates are performed on the corrected
estimates (λ+

k ,v+
k ,p+

k ).

3 Aiding techniques

This section presents a new USBL/INS tightly-coupled
integration technique that is developed to enhance er-
ror estimation in low-cost strapdown navigation sys-
tems with application to AUVs. To avoid the ex-
tensive use of an acoustic communication channel, it
is assumed that the USBL acoustic array is installed
on board the vehicle. For benchmark purposes, the
more conventional loosely-coupled solution that relies
on solving separately the triangulation and sensor fu-
sion problems is presented. The comparison between
both strategies resorts to a rigorous stochastic charac-
terization of the acoustic sensors noise present in the
round trip travel time measurements.

The direction and distance of the transponders in
the loosely-coupled strategy are computed resorting
to the planar approximation of the acoustic waves [9].
In [10], a closed-form method to estimate source’s posi-
tion using solely Time-Difference-Of-Arrival (TDOA)
measurements is presented, without the planar wave
approximation. However this method yields poor per-
formance for USBL arrays compared to the method
presented in this paper. In fact, due to noise levels and
the proximity of the receivers on a USBL array, USBL
positioning systems require travel time measurements
to accurately estimate range between the transponders
and the USBL array [11, 12, 13] whereas Direction-
Of-Arrival (DOA) estimates are computed resorting to
TDOA measurements.

The determination of the round trip travel time and
the respective stochastic characterization are obtained
resorting to pulse detection matched filters of acoustic
signals modulated using spread-spectrum CDMA [11].
Two main error sources are identified: the first, com-
mon to all receivers, includes transponder-receiver rel-
ative motion time-scaling effects (Doppler effects and
others) and errors in sound propagation velocity; the
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Figure 3: Planar wave approximation

second, corresponds to the differential quantization er-
ror induced by the acoustic system sampling frequency
and the digital implementation of the detection algo-
rithms. A method of estimation of TDOA and Scale-
Difference-Of-Arrival (SDOA) with moving source and
receivers is presented in [14]. However, SDOA effects
can be neglected when using USBL arrays in underwa-
ter vehicles with low linear and angular velocity profiles
as in the scope of this work.

With the purpose of attitude error compensation
and to strengthen the overall system observability,
Earth magnetic field readings, provided by an onboard
magnetometer extra aiding device, are included in the
proposed solution by means of an INS vector aiding
methodology presented in [15].

3.1 Loosely-coupled USBL/INS

The loosely-coupled USBL/INS strategy uses the
USBL device to obtain the direction and distance of
the transponders to compute their relative positions
expressed in Body frame. The USBL sub-system com-
putes the range and direction of the transponders re-
sorting to the planar approximation of the acoustic
waves as in the classical approach presented in [9].
Consider the planar wave, the two acoustic receivers
and the transponder depicted in Figure 3. The mea-
surement of travel-time is obtained from the round trip
travel time of the acoustic signals between the USBL
array and the transponder 2ti and is given by

tim = ti + εc + εdi

where εc represents the common mode noise for
transponder j and εdi

is the differential noise for the
j− i transponder-receiver pair (for the sake of simplic-
ity, the index j is omitted in the equations).

Taking into account the planar wave approximation,
it can be written that the TDOA between receivers i
and k is given by

δ(i,k) = ti − tk = − 1
vp

dT
(

Bpri
− Bprk

)
(6)

where vp is the speed of sound in the water, Bprg
is

receiver g (g = {i, k}) position on Body frame and d is
the unit direction vector of transponder j (‖d‖2 = 1).

The vector of TDOA between all possible combi-
nations of N receivers is described, from (6) {i =
1, . . . , N ; k = 1, . . . , N ; i 6= k}, by

∆ =
[

δ(1,2)
1 δ(1,3)

2 · · · δ(N−1,N)
M

]T

and it can be generated by

∆ = Ctm

where C is a combination matrix and tm is the vector
of time measurements from all receivers given by

tm =
[

t1m
t2m

· · · tNm

]T

Thus, the least squares solution for the transpon-
der’s j direction d is

d̂ = −vpS
#Ctm

where

S =




x1 − x2 y1 − y2 z1 − z2

x1 − x3 y1 − y3 z1 − z3

...
...

...
xN−1 − xN yN−1 − yN zN−1 − zN




and
S# = (ST S)−1

ST

Also resorting to the planar wave approximation,
the range of transponder j to the origin of Body
frame can be computed by averaging the range esti-
mates from all receivers. The estimate for receiver h
(h = {1, . . . , N}) is given by

ρ̂h = vpth + BpT

rh
d (7)

Thus, averaging (7) for all N receivers yields

ρ̂ =
1
N

N∑

h=1

(
vpth + BpT

rh
d
)

The relative position of a transponder j expressed
in Body frame is then computed by

Bpejm = ρ̂jd̂j (8)

and it can be described by

Bpejm = R′
(

Epej
− p

)
+ npr (9)

where Epej
is the transponder’s position in Earth co-

ordinate frame, p is the position of the Body frame
origin in Earth frame and npr represents the relative
position measurement noise, characterized by taking
into account the acoustic sensors noises and the USBL
positioning system (8).

The estimate of the relative position of the
transponder j in Body frame can be computed using
the INS a priori estimates R and p, as follows

Bpej
= R′

(
Epej

− p
)



Using the position error definition (3), replacing the
rotation matrix R by the attitude error δλ approxima-
tion (5), and ignoring second order error terms, manip-
ulation of (9) yields

Bpejm = Bpej
+R′δp + [R′δλ×] Bpej

+ npr (10)

Using the properties of skew-symmetric matrices
in (10) yields

Bpejm = Bpej
+R′δp− [

Bpej
×]R′δλ + npr

The measurement residual used as observation in
the EKF is given by the comparison between the mea-
sured and the estimated relative positions, leading to

δzpr = Bpejm − Bpej
= R′δp− [

Bpej
×]R′δλ + npr

3.2 Tightly-coupled USBL/INS

The new proposed tightly-coupled USBL/INS integra-
tion strategy exploits directly the acoustic array spa-
tial information to calculate the distances from the
transponders to each receiver on the USBL array, and
feeds this information directly into the EKF.

Let the distance between transponder j and receiver
i be given by

ρji =
∥∥∥ Epej

− Epri

∥∥∥ =
∥∥∥ Epej

− p−R Bpri

∥∥∥ (11)

The measurement of distance obtained from the
round trip travel time of the acoustic signals between
the USBL array and the transponders 2tji, is given by

ρjim = ρji + vpntji
= vptji + nρji

(12)

where ρji represents the nominal distance from
transponder j to receiver i, ntji

is given by

ntji
= εcj

+ εdji

where εcj
represents the common mode noise for

transponder j and εdji
is the differential noise for the

j − i transponder-receiver pair.
Replacing (11) in (12), and using the position error

definition (3) and the approximation in (5), results in

ρjim =
∥∥∥ Epej

− p + δp−R Bpri

+ [δλ×]R Bpri

∥∥ + nρji

(13)

Taking into account the properties of skew-
symmetric matrices, we have from (13) that ρjim is
given by

ρjim =
∥∥∥ Epej

− p + δp−R Bpri

− [R Bpri
×]

δλ
∥∥ + nρji

that is used as the observation equation in the EKF
for each transponder-receiver pair.

Acoustic sensors noise and disturbances ntji
in (12)

can be directly fitted in the EKF by means of the ob-
servation noise covariance matrix or augmenting the
state vector to hold better stochastic description, thus
avoiding time-consuming noise characterization proce-
dures.

3.3 Attitude error compensation

The extra attitude measurement residual δzmag =
(Bmm−Bm) is computed by comparing the Earth mag-
netic field readings, provided by the magnetometer

Bmm = R′ Em + nm

with the INS estimate

Bm = R′ Em

Replacing the rotation matrix R by the attitude er-
ror δλ approximation (5), yields

Bmm = R′ [I3×3 + [δλ×]] Em + nm

= R′ Em−R′ [ Em×] δλ + nm

resulting in a attitude measurement residual that is
given by

δzmag = −R′ [ Em×] δλ + nm

For further details the reader is referred to [15].

3.4 Observability analysis

An observability analysis of both strategies was con-
ducted resorting to the observability theorem [16]. The
linear time varying discrete system given by
{

x(k + 1) = φ(k + 1, k)x(k) + B(k)u(k)
z(k) = H(k)x(k) + D(k)u(k)

x(k0) = x0 , x(k) ∈ Rn×1 , z(k) ∈ Rp×n

is said to be completely observable on [k0, kf ], with
kf ≥ k0 + 1, if and only if

rank O(k0, kf) = n

where O(k0, kf) is called observability matrix and is
given by

O(k0, kf) =




H(k0)
H(k0 + 1)φ(k0 + 1, k0)

. . .
H(kf − 1)φ(kf − 1, k0)




Furthermore, the rank of the observability matrix
indicates the number of observable variables on the
system.

Observability analysis are presented in Table 1 for
observation of USBL measurements and in Table 2 for
observation of USBL measurements and magnetome-
ter aiding, with a maximum of 15 observable variables.
As expected, both strategies attained the same observ-
ability results.

Analysis of this results revealed that either stopped
or along a straight line path, full observability is only
achieved using at least three transponders (on a non-
singular geometry) or two transponders and a magne-
tometer. Moreover, along curves two transponders or
one transponder and a magnetometer are sufficient to
achieve full observability. Interestingly enough, this
analysis revealed that specific in-flight maneuvers like



Table 1: Observability results with USBL measure-
ments

Transponders
Maneuver 1 2 3
Stopped 11 14 15
Straight line 11 14 15
Curve 13 15 15
Straight line → Curve 15 15 15

Table 2: Observability results with USBL measure-
ments and magnetometer aiding

Transponders
Maneuver 1 2
Stopped 14 15
Straight line 14 15
Curve 15 15
Straight line → Curve 15 15

transitions between straight paths to curves, excite the
non-observable directions of the system turning the fil-
ter to full observability, as discussed in [17, 18]. Recent
work in [15, 19, 20] has been directed towards the in-
clusion of vehicle dynamic information to strengthen
the system observability.

4 Simulation results

In this section the performance of the USBL/INS
loosely and tightly-coupled strategies are compared in
simulation, resorting to a rigorous stochastic charac-
terization of the round trip travel time of the acoustic
signals.
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Figure 4: Receivers installation geometry

The planar wave approximation is validated us-
ing five receivers installed on the vehicle, in the
configuration depicted in Figure 4. The approx-
imation error is presented in Figure 5, where

a) Range

b) Direction

Figure 5: Planar wave approximation error (null ele-
vation: φ = 0)

δdplanar = d − d̂planar, δρplanar = ρ − ρ̂planar, d =
[cos φ sin θ, cosφ cos θ, sin φ]T , θ is the bearing and φ
the elevation angle of the transponder in Body frame.
As the distance between the USBL array and the
transponder increases, the error of the planar wave ap-
proximation converges to zero, as expected.
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The performance of both strategies is assessed in
simulation, using one magnetometer and five receivers
installed on the vehicle, in the configuration depicted
in Figure 4, and one transponder located at [100, 0, 0]T

m. The vehicle follows a trajectory composed by a
initial straight line with non-null acceleration followed
by a descending helix represented in Figure 6.

The INS high-speed algorithm is set to run at 100 Hz
and the normal-speed algorithm is synchronized with
the EKF, both executed at 50 Hz. The USBL array
provides measurements at 1 Hz. The noise and bias
characteristics of the sensors are presented in Table 3.

Table 3: Sensor errors

Sensor Bias Noise Variance
Rate gyro 0.05 ◦/s (0.02 ◦/s)2

Accelerometer 10 mg (0.6 mg)2

Magnetometer - (1 µG)2

Acoustic sensors Bias Noise Variance
Common mode - (50 µs)2

Differential mode - (5 µs)2
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Figure 7: Position estimation

The vehicle trajectory estimated by the overall
navigation system for the proposed strategy and the
loosely-coupled strategy is shown in Figure 6. Posi-
tion estimates for both strategies are plotted in Fig-
ure 7 where the proposed strategy improvements are
evident.

The performance enhancement of the proposed
strategy is more clear from the position estimation er-
rors presented in Figure 8, and summarized in Table 4
for both cases. Orientation estimation errors are also
lower for the tightly-coupled strategy.
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Figure 8: Position estimation errors

Table 4: Summary of estimation errors (RMS)

Strategy δpx [m] δpy [m] δpz [m]
Loosely-coupled 1.07 1.29 0.48
Tightly-coupled 0.27 0.63 0.33
Strategy δψ [◦] δθ [◦] δφ [◦]
Loosely-coupled 0.0278 0.0271 0.0284
Tightly-coupled 0.0145 0.0139 0.0151
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Figure 9: Bias misalignment

To assess the enhanced capability of the proposed
tightly-coupled technique on tackling initial alignment
errors, an additional simulation was run for an ini-
tial misalignment of 10 mg on Body frame x-axis ac-
celerometer bias with the vehicle describing a descend-
ing helix. As evidenced by Figure 9, the tightly-
coupled strategy alignment errors converge faster to
zero achieving also better steady-state bias estimates.



5 Conclusions

A new USBL tightly-coupled integration technique to
enhance error estimation in low-cost strapdown INS
with application to underwater vehicles was proposed.
The acoustic array spatial information is directly ex-
ploited resorting to an EKF implemented in a direct
feedback configuration. The performance of the overall
navigation system was compared with the more com-
monly used loosely-coupled solution, from where the
enhancement on the position and attitude estimates
became clear. Future work will focus on an indepth
characterization of the round trip travel time error
sources and on the implementation of the proposed
tightly-coupled USBL/INS architecture in a low-power
consumption DSP hardware architecture.
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