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tThe Fourth Roboti
 So

er World Championships was held from August 27th to September 3rd, 2000,at the Melbourne Exhibition Center in Melbourne, Australia. In total, 83 teams, 
onsisting of about 500people, parti
ipated in RoboCup-2000 and about 5,000 spe
tators wat
hed the events. RoboCup-2000showed dramati
 improvement over past years in ea
h of the existing roboti
 so

er leagues (legged,small-size, mid-size, and simulation), while introdu
ing RoboCup Jr. 
ompetitions and RoboCup Res
ueand Humanoid demonstration events. The RoboCup Workshop, held in 
onjun
tion with the 
hampi-onships, provided a forum for ex
hange of ideas and experien
es among the di�erent leagues. This arti
lesummarizes the advan
es seen at RoboCup-2000, in
luding reports from the 
hampionship teams andoverviews of all the RoboCup events.1 Introdu
tionRoboCup is an international resear
h initiative that en
ourages resear
h in the �elds of roboti
s and arti�
ialintelligen
e, with a parti
ular fo
us on developing 
ooperation between autonomous agents in dynami
multiagent environments. A long-term grand 
hallenge posed by RoboCup is the 
reation of a team ofhumanoid robots that 
an beat the best human so

er team by the year 2050. By 
on
entrating on a smallnumber of related, well-de�ned problems, many resear
h groups both 
ooperate and 
ompete with ea
h otherin pursuing the grand 
hallenge.RoboCup-2000 was held from August 27th to September 3rd, 2000, at the Melbourne Exhibition Centerin Melbourne, Australia. In total, 83 teams, 
onsisting of about 500 people, parti
ipated in RoboCup-2000.Over 5,000 spe
tators wat
hed the events. RoboCup has been advan
ing steadily, both in terms of size andte
hnologi
al level sin
e the �rst international event in 1997 whi
h in
luded 35 teams [34, 1, 6℄. Spe
i�
ally,RoboCup-2000 showed dramati
 improvement in ea
h of the existing roboti
 so

er leagues (legged, small-size, mid-size, and simulation), while introdu
ing RoboCup Jr. 
ompetitions and RoboCup Res
ue andHumanoid demonstration events.In addition to the simulation-based and roboti
 events, the RoboCup-2000 workshop provided a forumfor ex
hange of ideas and experien
es among the di�erent leagues. 20 oral presentations and 20 posters werepresented, from whi
h four papers were nominated for the RoboCup s
ienti�
 and engineering 
hallengeawards. These distin
tions are given annually for the RoboCup-related resear
h that shows the most potentialto advan
e their respe
tive �elds.This arti
le summarizes the advan
es seen at RoboCup-2000. The following 4 se
tions des
ribe the 4so

er-based 
ompetition leagues, in
luding reports from the respe
tive 
hampions, UNSW (legged), CornellBig Red (small-size), CS Freiburg (mid-size), and FC Portugal (simulation). The next se
tion introdu
es�Ea
h se
tion of this paper represents the work of many individiuals in addition to the listed author. Please see the referen
esfor publi
ations with 
omplete author lists. 1



Figure 1: The Legged Robot Platform.RoboCup Res
ue|a disaster res
ue based resear
h e�ort designed to transfer RoboCup-related resear
h tohumanitarian goals. RoboCup Jr., the RoboCup edu
ation e�ort aimed at s
hool 
hildren is dis
ussed inthe following se
tion. S
heduled to debut as a full league in 2002, the RoboCup humanoid e�ort held ademonstration in Melbourne, whi
h is des
ribed in the next se
tion. The arti
le 
on
ludes with overviewsof the RoboCup workshop and the 2 
hallenge award winners.2 The Sony Legged Robot LeagueSin
e RoboCup-99, all parti
ipants in the Sony legged robot league have been using the quadruped robotplatform [52℄ whi
h is similar to the 
ommer
ial entertainment robot AIBO ERS-110 (see Figure 1). Thesetup and the rules of the RoboCup-2000 legged 
ompetition were based on those of RoboCup-98 [11℄. Ea
hteam has 3 robots, and the size of �eld is 1.8m x 2.8m. Obje
ts su
h as the ball and goals are painteddi�erent 
olors. In addition, there are 6 poles with di�erent 
olors at known lo
ations for self-lo
alization.As is the 
ase in human so

er, there are penalties and regulations that govern the play. We introdu
ed two
hanges from the previous year's rules in order to keep the game 
owing and to en
ourage development of\team play" strategies. First, we introdu
ed an obstru
tion rule, by whi
h a robot that does not see the ballbut is blo
king other robots is removed from the play. Se
ond, we modi�ed the penalty area and appliedthe \two defender rule:" if there are two or more defenders in the penalty area, all but one is removed. Asa result, the ball be
ame stu
k in the 
orner mu
h less frequently. Moreover, the 
hampion team, UNSW,implemented teammate re
ognition in order to avoid obstru
ting a teammate that was 
ontrolling the ball.12 teams from 9 
ountries were sele
ted to parti
ipate in the RoboCup 2000 Sony Legged Robot League:Laboratoire de Robotique de Paris (Fran
e), University of New South Wales (Australia), Carnegie MellonUniversity (USA), Osaka University (Japan), Humboldt University (Germany), University of Tokyo (Japan),University of Pennsylvania (USA), M
Gill University (Canada), Sweden United team (Sweden), MelbourneUnited team (Australia), University of Rome (Italy), and University of Essex (UK). The �rst 9 teams aboveparti
ipated in the previous year's 
ompetition; the last 3 teams were new parti
ipants.2.1 Championship CompetitionFor the 
ompetition, we divided the 12 teams into 4 groups of 3 teams ea
h. After a round robin withinin ea
h group, the top 2 teams in ea
h group pro
eeded to the �nal tournament. This year's 
hampion isUNSW, followed by LRP in se
ond pla
e, and CMU in third pla
e.One signi�
ant improvement this year over past years was ball 
ontrolling te
hnique. In RoboCup-99,the University of Tokyo team introdu
ed the te
hnique of propelling the ball with the robot's head, whi
h
an make the ball move a longer distan
e than 
an an ordinary ki
king motion. This year almost all the2



teams implemented their own heading motion. Another impressive a
hievement for 
ontrolling the ball wasintrodu
ed by UNSW. Their robots put the ball between their front legs, turned to 
hange their headingwhile 
ontrolling the ball, and then ki
ked (pushed) the ball with both legs. This te
hnique is very eÆ
ientfor shooting the ball a long distan
e in a target dire
tion.2.2 RoboCup ChallengeIn addition to the 
hampionship 
ompetition, every year we 
ontinue to hold the \RoboCup Challenge" as ate
hni
al routine 
ompetition. The 
hallenge 
ompetition fo
uses on a parti
ular te
hnology more than the
hampionship 
ompetition. This year we had 3 di�erent te
hni
al routine 
hallenges: (1) a striker 
hallenge,(2) a 
ollaboration 
hallenge, and (3) an obsta
le avoidan
e 
hallenge.The striker 
hallenge was the simplest. The ball and one robot were pla
ed in randomly sele
ted positions(and orientation) on the �eld. The robot had to put the ball in the goal as qui
kly as possible. If it wasunable to do so within 3 minutes, then the distan
e from the ball to the goal at the end of that period wasmeasured. Note that the initial positions and orientation were sele
ted after all the teams submitted theirmemory sti
ks with their developed software.The 
ollaboration 
hallenge was de�ned in order to en
ourage the development of a passing behavior.There were two robots, one of whi
h was put in the defensive half of the �eld (passer); the other was put inthe o�ensive half (shooter). The passer and the shooter had to stay on their respe
tive halves of the �eld,and the shooter had to ki
k the ball into the goal.The obsta
le avoidan
e 
hallenge was also de�ned in order to en
ourage the development of team strategyas well as the ability to avoid a robot from the opposite team. One robot and the ball were pla
ed on the�eld as in the striker 
hallenge. In addition, two obsta
les|a teammate robot with a red uniform and anopponent robot with a blue uniform|were pla
ed at sele
ted positions. The player had to s
ore a goalwithout tou
hing the obsta
les. In both the 
ollaboration and obsta
le avoidan
e 
hallenges, the time tos
ore was re
orded.In order to 
omplete the te
hni
al routine 
hallenges, teams had to develop re
ognition algorithms forother robots, the half line, the ball, and the goals. Lo
alization was also an important te
hnology for the
hallenges.In the striker 
hallenge, 6 teams s
ored goals in an average time of 90 se
onds. In the 
ollaboration
hallenge, 6 goals were s
ored in an average of 100 se
. In the obsta
le avoidan
e 
hallenge, 4 teams s
oredin an average of 112 se
. All in all, about half of the parti
ipating teams were able to a
hieve the obje
tivesof the 3 RoboCup Challenge tasks. UNSW won the 
hallenge 
ompetition; Osaka University �nished se
ond;and CMU �nished in third pla
e.2.3 UNSW: Legged League ChampionUNSW won the RoboCup-2000 Sony Legged Robot League as well as the legged robot 
hallenge event. Thisse
tion gives an overview of the te
hni
al innovations behind their su

ess.2.3.1 Main AlgorithmUNSW divides the team into two �eld players and one goalie. The �eld player robots try to get behind theball and run at it. The �eld is divided into regions and robots behave slightly di�erently a
ross regions.There are 3 main skills: dribbling, head-butting, and ki
king. The skill to be exe
uted depends on theheading of the robot, the heading of the ball relative to the robot, and the region the robot is in. Near theedge of the �eld, a slower and more \stable" walk is adopted so the legs do not get stu
k on the edge.The strategy of the goalie is to stay 
lose to the 
enter of the goal, fa
ing the opposition goal, whilelooking for the ball. It lo
alizes itself by looking at the �eld markers. When it sees the ball, the goalie movesforward to a �xed radial distan
e from the goal 
enter fa
ing the ball. If the ball 
omes 
lose enough thegoalie will move forward and attempt to head-butt or ki
k the ball away from its own goal as if it were a�eld player. To avoid an own goal, the goalie turns 
lo
kwise if it is on the right side of the goal area and
ounter-
lo
kwise if it is on the left side. This skill not only may allow the robot to �nd the ball, but alsohas the e�e
t of spinning the ball out towards the 
enter of the �eld.3
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Figure 2: The software ar
hite
ture of UNSW.Regarding team play, UNSW players 
an re
ognize robots when they are 
lose using vision and infraredsensors. When a robot sees a teammate and the ball is not too 
lose, it ba
ks up or walks sideways dependingon the heading of the teammate. When a robot sees an opponent, it takes a more aggressive role: it doesnot spend mu
h time getting behind the ball. If the robot is not fa
ing its own goal, it runs at the ball inan attempt to take the ball away from the opponent.UNSW has four main 
omponents to its software ar
hite
ture (See Figure 2).1. A vision system whi
h uses 
olor tables to re
ognized blobs, 
onverting them to obje
ts su
h as bea
ons,goals or the ball. Metri
s su
h as dire
tion and distan
e are generated at the same time.2. A lo
alization routine whi
h updates the position and dire
tion of the robot ea
h time �eld obje
ts arere
ognized and ea
h time the robot moves.3. A parameterized walking routine whi
h drives the legs and head e�e
tors based on dire
tions from thestrategy module.4. A strategy module whi
h 
ombines various skills or behaviors that have been 
oded using a hierar
hi
alrule based format.2.3.2 Vision SystemThe images 
aptured by the robot's 
amera are initially represented as a YUV image. The Y (intensity of apixel) plane (0-255) is divided into 14 di�erent planes. For ea
h plane, UNSW tries to draw a polygon to �tthe training data for ea
h 
olor. So for ea
h plane, there is one bitmap �le for UV values (
olor 
omponentsof a pixel) based on the polygons.The YUV image is 
onverted into a C-plane. UNSW uses a fast algorithm to form 
olor blobs in theC-plane. Note that they set the 
olor bitmap �les in su
h a way that ea
h pixel gets 
lassi�ed as one 
oloronly, i.e., polygons do not overlap. Using the re
ognized blobs, UNSW 
al
ulates sizes and 
entroids to formobje
ts. There are also some \sanity 
he
ks" to throw away spurious data or unwanted obje
ts.Regarding the 
olor 
alibration, a 
olor 
lass is de�ned for ea
h of the bea
on, robot marker, goal andball 
olors. Ea
h of the 25 sample images has its 88 x 60 pixels manually 
lassi�ed by 
olor. This somewhattime-
onsuming exer
ise, whi
h needs to be repeated every time lighting 
onditions 
hange, provides thetraining data (y-value, u-value, v-value, 
olor 
lass) ne
essary to learn a more general 
olor 
lassi�
ationhypothesis.First, a s
atter diagram is drawn for ea
h 
olor from the training data showing the u-v values for di�erentranges of y-values. Instead of restri
ting the 
olor 
lass hypothesis spa
e to u-v re
tangles used by someothers, non-overlapping polygons are �tted using an iterative pro
edure whi
h expands a smaller polygon to4



in
lude most of the training data for ea
h 
olor and ea
h range of y-values. A polygon is a mu
h better �tto the typi
ally wedge shaped 
olor 
lusters evident in the s
atter diagram. If the polygons for the variousy-ranges are sta
ked up on top of ea
h other a 3D solid emerges representing ea
h 
olor 
lass in YUV spa
e.The learned three dimensional YUV array for the 
olor 
lasses is stored in a table on the memory sti
kallowing the robot to qui
kly 
lassify pixels from new images by looking up whi
h 
olor 
lass the pixel belongsto from its YUV value.2.3.3 Lo
alizationUNSW's lo
alization maintains 3 variables: x,y 
oordinate and heading of the robots. Bea
ons and goals are�xed. When a robot sees a bea
on, it knows the heading of the bea
on and based on the size, it estimatesthe distan
e. If it sees two bea
ons, then it uses a triangular formula to 
al
ulate its position. If it sees onlyone bea
on, it adjusts its position based on the heading and distan
e of the bea
on and where it thinks it ison the �eld.2.3.4 Lo
omotionThe lo
omotion uses a trot gait (diagonally opposite legs lifting simultaneously). The paws are driven in are
tangular lo
us 
al
ulated to give the robot a 
onstant velo
ity over the ground. The orientation and sizeof the lo
us of the various legs determines whether the robot moves forward-ba
kward, left-right or turns onthe spot. Head movements are driven at the same time but independently from the legs.2.3.5 StrategiesWhen the robot is far away from the opponent's goal, the robot does not have to line up the ball and thegoal to go for the ball. All it needs to do is kno
k the ball to the other half. But, when it's near the goal ittakes a di�erent approa
h. It always tries to line up the goal and the ball and uses the dribbling skill.3 The Small-Size Robot LeagueSmall-Size robot teams 
onsist of up to 5 robots that 
an ea
h �t into an area of 180 
m2 (hen
e thealternative name Formula 180 or F180). The robots play on a green-
arpeted table-tennis-sized �eld withsloping walls. The rules permit a 
amera to be per
hed above the �eld to be used with an o�-�eld 
omputerfor a global vision system. This system is used to tra
k the players, opponents and the ball. During a gamethe robots use wireless 
ommuni
ation to re
eive tra
king information from the o�-�eld 
omputer as wellas 
ommands or strategi
 information. No human intervention is allowed ex
ept for interpretation of thehuman referee's whistle.The F180 games are ex
iting to wat
h as these robots 
an move qui
kly. The orange golf ball used as theso

er ball is propelled at speeds of over 3 m/s by ingenious ki
king me
hanisms. With the pre
ise visualinformation from the global vision system the robots themselves 
an move at speeds over 1 m/s with smooth
ontrol. Nevertheless, robots moving at these speeds 
an and do have spe
ta
ular 
ollisions. Intentionalfouls 
an lead to robots being sent from the �eld under the shadow of a red 
ard.The need for speed and 
ontrol has given the small-size league a reputation as the \engineering" league.Engineering dis
iplines in
luding ele
tro-me
hani
al design, applied 
ontrol theory, power ele
troni
s, digitalele
troni
s and wireless 
ommuni
ations have been the dominating fa
tors in su

ess in this league overre
ent years. Su

essful teams have typi
ally demonstrated robot speed and powerful ki
king rather thanelegant ball 
ontrol and sophisti
ated team strategies.3.1 RoboCup 2000Sixteen teams from nine di�erent nations 
ompeted for the Small-Size Champion's trophy. The early roundsof the 
ontest demonstrated the depth of the league, with some quality teams being eliminated during theround robin se
tion. In parti
ular, the MuCows from Melbourne University, Australia a
hieved remarkableperforman
e in their �rst year in the 
ontest but were unlu
ky to lose in a high 
lass group. As well as solid5



all-around performan
e, the team from Melbourne showed their engineering skill with a high-bandwidth, lowpower 
ommuni
ations system that was seemingly immune to the problems experien
ed by most 
ompetitors.Three Small-Size teams 
hose not to use the global vision system; instead these teams relied on on-boardvision 
apture and pro
essing to sense the environment. These teams demonstrated that it is possible tobuild vision hardware suitable for real time pro
essing within the severe size 
onstraints of the F180 league.The ViperRoos from the University of Queensland, Australia had the distin
tion of be
oming the �rst lo
alvision team to beat a global vision team|the s
ore was 2:0. However, none of the lo
al vision teams wereable to rea
h the �nals.The eight �nalists all had ex
ellent te
hni
al merit. Team Crimson from Korea has a 
ustom videopro
essing board that extra
ts the position of the players and the ball at the full NTSC video rate of 60Hz. It does so without ever bu�ering the video in RAM, so that the position information is delayed byonly 1/60th of a se
ond. With su
h a small delay in vision pro
essing 
ombined with highly responsiverobots, Team Crimson was 
apable of extremely fast and 
ontrolled motion. However, due to problems with
ommuni
ations (and some last minute 
ode 
hanges!) the team was kno
ked out in the quarter �nals.The Fren
h team from the Universite Pierre et Marie Curie were the only team to s
ore against theeventual 
hampions, Big Red from Cornell University. The Fren
h 
urved path planning system allowedthem to s
oop the ball from in front of the opposition and make highly e�e
tive atta
ks on goal. They wereunlu
ky to be kno
ked out by Cornell in their quarter �nal.The �rst semi-�nal between FU-Fighters from the Freie Universitat of Berlin, Germany and the RoboRoosfrom the University of Queensland, Australia showed a 
ontrast of styles. The RoboRoos, 
ompeting forthe third 
onse
utive year, had relied on smooth 
ontrol and an adaptive team strategy to rea
h the �nals,whereas the FU-Fighters used fast, aggressive traje
tories with an extremely powerful ki
ker. The FU-Fighters showed 
lear dominan
e winning the mat
h 3:0.The se
ond semi-�nal between Cornell and Lu
ky Star from Ngee Ann Polyte
hni
 in Singapore was the
losest mat
h of the Small-size tournament. The mat
h was 0:0 at full time, playing through a period ofsudden death extra time to 
ome down to a penalty shoot out that was de
ided at 4:3. Lu
ky Star 
ombinednovel ele
tro-me
hani
al design with ex
ellent 
ontrol to a
hieve their result. Their robots had an extremelye�e
tive ki
king me
hanism that was integrated in a narrow body design. The narrow body enabled therobots to slip between defenders to get to the ball, despite the 
rowding of the �eld. Their vision and 
ontrolwas suÆ
iently good that they would reliably ki
k the ball despite the small ki
king fa
e of the robot. Lu
kyStar won third pla
e in the 
ontest.The team from Cornell went on to win the �nal against the FU-Fighters 
onvin
ingly. Figure 3 is a shotfrom the �nal game. This is the se
ond 
onse
utive year that Cornell has won the small-size 
hampionshipand the se
ond year that FU-Fighters have 
ome se
ond. While it might seem natural to attribute theira
hievements to novel ele
trome
hani
al design su
h as FU-Fighter's powerful ki
ker or Cornell's dribblingdevi
e (des
ribed below), it is also apparent that these robots are superbly 
ontrolled. As these 
ontrol issues,along with the other fundamental engineering issues, are addressed on an even s
ale a
ross the 
ompetition,other fa
tors su
h as e�e
tive team strategies will 
ome more into play.3.2 Cornell Big Red: Small-Size ChampionsBig Red from Cornell repeated as 
hampion of the small-size league at RoboCup 2000. The RoboCup
ompetition is an ex
ellent vehi
le for resear
h in the 
ontrol of 
omplex dynami
al systems. From anedu
ational perspe
tive, it is also a great means for exposing students to the systems engineering approa
hfor designing, building, managing, and maintaining 
omplex systems.In an e�ort to shift the 
urrent emphasis of the 
ompetition away from simple strategies to more 
ompli-
ated team-based strategies, the main emphasis of this year's team was to play a 
ontrolled game. In otherwords, in a game without ball 
ontrol, e�e
tive strategies essentially 
onsist of overloading the defensive areaduring a defensive play (the so 
alled \
atena

io" in human so

er, a strategy that is very e�e
tive, if notextremely dull and frustrating for the spe
tators), and shooting the ball towards open spa
e or the goal areain the opponent's half during o�ensive plays. This was, in fa
t, the simple role-based strategy adopted byour 
hampionship team in 1999, whi
h was shown to be extremely e�e
tive [7℄.In order to bring 
ontrol to the RoboCup 
ompetition, the Cornell team developed two ele
tro-me
hani
al6



Figure 3: The small-size league �nal game.

Figure 4: Bottom view, omni-dire
tional drive Figure 5: Angled view, dribbling me
hanisminnovations and the asso
iated 
ontrol strategies to render them e�e
tive: omni-dire
tional drive and drib-bling. Due to spa
e limitations, we restri
t our des
ription to these two features, followed by the underlyingfeedba
k 
ontrol strategy whi
h allowed the Cornell team to make full use of them.3.2.1 Omni-Dire
tional Drive and DribblingThe Cornell Team implemented a very e�e
tive way of position 
ontrol this year. This 
ontrol was a
hievedby pla
ing three pairs of wheels at lo
ations that are at the verti
es of an imaginary triangle (see Figure 4).Ea
h pair of wheels has an a
tive degree of freedom and a passive one, the a
tive one being in the dire
tionof the rotation of the motor, and the passive one being the one perpendi
ular to it. Loosely speaking,sin
e the drive dire
tions are pair-wise linearly independent, and the number of degrees of freedom on atwo dimensional surfa
e is three (two translational and one rotational), one 
an independently 
ontrol thetranslation and the rotation of the robot by a judi
ious 
hoi
e of drive velo
ities.The dribbling me
hanism is a rotating bar with a latex 
over pla
ed just above the ki
king me
hanism(see Figure 5). Upon 
onta
t with the ball, the rotation of the bar imparts a ba
kward spin on the ball; thebar is strategi
ally pla
ed su
h that the net 
omponent of the for
e on the ball is always towards the robot,7
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k diagram representation of traje
tory generationwhi
h is a
hieved without violating the 20% 
onvexity rule. 1The omni-dire
tional drive, 
oupled with the dribbling me
hanism, greatly in
reases the potential 
apabil-ities of the robots (we stress the word potential, sin
e it is not obvious that a real-time 
ontrol strategy 
an bedeveloped to fully utilize these features). The main 
apability whi
h is rendered possible by this 
ombinationis the e�e
tive re
eiving of passes, whi
h must be 
entral to any sophisti
ated team-based strategy.3.2.2 Traje
tory Generation and ControlThe overall traje
tory generation and 
ontrol s
heme for one robot is depi
ted in Figure 6. Starting from theVision blo
k, the 
al
ulated position and orientation of the robot is fed to a predi
tion blo
k, whi
h 
al
ulatesthe best estimate of the position and orientation of the robot in the robot temporal frame based on the visiondata and the history of the 
ommanded velo
ities. The Traje
tory Generation blo
k solves a relaxation of anoptimal 
ontrol problem to 
al
ulate the future robot velo
ity pro�le required to rea
h the pres
ribed �nalposition and �nal velo
ity in either the shortest possible time, or in a pres
ribed amount of time using theleast amount of 
ontrol e�ort; a similar step o

urs for the robot orientation. The dynami
s of the motorsand the robots are taken into a

ount to ensure that the generated velo
ity pro�les are feasible. After
onverting this data to wheel velo
ities, this information is fed to the robots via wireless 
ommuni
ation. Alo
al 
ontrol loop on the robot regulates the a
tual wheel velo
ities about the desired wheel velo
ities.3.2.3 Obsta
le avoidan
eThe Cornell team displayed advan
ed obsta
le avoidan
e, in large part due to the hierar
hi
al de
ompositionof overall robot 
ontrol into traje
tory generation, and the higher level algorithms used to determine whereto send the robots. In the simplest 
ase, the algorithm is based on determining if a 
ollision will take pla
e,followed by drawing tangents to the �rst obsta
le known to be in the path to the destination. On
e thetangent points are known, traje
tories are generated for the destinations with the tangent points as via-points, and the feasible path with either the shortest time or the least amount of 
ontrol e�ort is followed.A re�nement of the above algorithm is used for multiple obsta
les, and when obsta
les are suÆ
iently 
loseto ea
h other.1The 
onvexity rule states that no more than 20% of the ball along any dimension 
an be within the 
onvex hull of therobot. 8



3.2.4 ObservationsThe proposed in
rease in the �eld size2 will greatly reward teams that implement e�e
tive team play. Westrongly feel that the dribbling me
hanism will greatly improve the quality of the game, and allow teams toe�e
tively use sophisti
ated team-based strategies. The main bene�t of the omni-dire
tional drive me
hanismis a simpli�
ation of the resulting 
ontrol problem, whi
h greatly redu
es the 
omputation required forgenerating nearly optimal traje
tories, and thus free up 
omputational resour
es for higher level 
ontrolde
isions; we do not feel, however, that it will be a ne
essary feature of future 
ompetitive teams. It is 
lear,however, that su

essful future teams must seriously address dynami
s and 
ontrol issues, su
h as estimation,
oping with system laten
y, robustness, and optimal 
ontrol; only by doing so 
an the full bene�ts of teamplay and 
ooperation be a
hieved.4 The Middle-Size Robot LeagueThe RoboCup F2000 League, 
ommonly known also as middle-size robot league, poses a unique 
ombinationof resear
h problems, whi
h has drawn the attention of well over 30 resear
h groups world-wide.4.1 Environment and RobotsThe playing environment is designed su
h that the per
eptual and lo
omotion problems to be solved arereasonably simple, but still 
hallenging enough to ignite interesting resear
h. The �eld size is 
urrently9m� 5m. The goals have 
olored walls in the ba
k and on the sides (yellow/blue). The �eld is surroundedby white walls (50
m height) that 
arry a few extra markings (squared bla
k markers of 10
m size plusbla
k-and-white logos of sponsors in large letters). A spe
ial 
orner design is used and marked with twogreen lines. The goal lines, goal area, 
enter line and 
enter 
ir
le are all marked with white lines. The ballis dark orange. Illumination of the �eld is 
onstrained to be within 500 and 1500 lux. Mat
hes are playedwith teams of four robots, in
luding the goalie.The robots must have a bla
k body and 
arry 
olor tags for team identi�
ation (light blue/magenta).Quite elaborate 
onstraints exist for robot size, weight, and shape. Roughly, a robot body may be upto about 50
m in diameter and be up to 80
m in height; must weigh less than 80kg; and must have no
on
avities large enough to take up more than one-third of the ball's diameter. The robots must 
arry allsensors and a
tuators on-board; no global sensing system is allowed. Wireless 
ommuni
ation is permittedboth between robots and between robots and outside 
omputers.4.2 Resear
h ChallengesThe most notable di�eren
e from the F180 league is that global vision is not permitted. In a global 
ameraview, all the robots and the ball move, while the goals, the walls and the markings of the �eld remain �xed.If the moving obje
ts 
an be tra
ked suÆ
iently fast in the video stream, all the positions and orientationsare known and a global world model is available. The situation is 
ompletely di�erent in F2000, where the
ameras on top of the robots are moving through the environment. All the usual dire
tional 
ameras, andmost omnidire
tional 
ameras, 
an per
eive only a small part of the environment. This greatly 
ompli
atestasks like �nding the ball, self-lo
alizing on the �eld, lo
ating teammates and opponents, and 
reatingand updating a world model. In addition, the vast majority of F2000 robots are 
ompletely autonomous,
arrying all sensors and 
omputational equipment onboard, whi
h makes them mu
h larger and heavier. Fastmovements are mu
h more diÆ
ult to 
ontrol. These are two of the main reasons why F2000 robots play atmu
h slower speeds than F180 robots.The diÆ
ulties des
ribed above exert a strong for
e to new teams to think about robot design, andrepeatedly new teams with new hardware designs have displayed stunning �rst-time appearan
es at RoboCuptournaments. This year we had another two examples: CMU Hammerheads from USA and GOLEM fromItaly, ea
h of whi
h introdu
ed a new mobile base into the middle-size league. The Hammerheads use a2At all RoboCup 
ompetitions so far, the �eld has been the size of a table tennis table. The �eld may be widened forRoboCup 2001. 9



modi�ed version of the 
ommer
ially available Cye robot, a di�erential drive base with a trailer atta
hedto it. The GOLEM robots feature a triangular omnidire
tional drive design based on me
hanum wheels,whi
h provided for the best 
ombination of maneuverability and speed the F2000 league has seen so far. Thedrive design of the GOLEM robots was 
omplemented by the use of only a single sensor: an omnidire
tional
amera with a 
ustom-made mirror design, whi
h provided the robot with a 
omplete view of the �eld fromvirtually every position. The 
lever 
ombination of these two key design de
isions allowed the GOLEMteam to apply mu
h simpler te
hniques for lo
alization and world modeling as well as a
tion sele
tion, whi
hsigni�
antly redu
ed development time.4.3 RoboCup-2000 TournamentFifteen teams parti
ipated in the RoboCup-2000 middle-size league tournament. The rules for the middle-size robot league were only marginally 
hanged from last year, whi
h gave teams the opportunity to fo
uson software improvements rather than the design of new hardware. The play s
hedule was designed to giveall teams ample opportunity to gain pra
ti
al playing experien
e, with a total of 57 games. Ea
h team wasassigned to one of two groups, with 7 and 8 teams, respe
tively, for the quali�
ation rounds. Ea
h groupplayed a single round robin s
hedule, su
h that ea
h team played at least six or seven games. The four topteams in ea
h group went to the playo� quarter�nals.In this year's tournament, we had more ex
iting mat
hes than ever, with quite a number of surprisingperforman
es. Most teams had previous tournament experien
e and showed signi�
ant progress over previousplay levels. In addition, we had two remarkable new
omers this year, CMU Hammerheads from the UnitedStates and GOLEM from Italy, both of whi
h made it to the quarter�nals, a remarkable su

ess, espe
ially fornew teams. The other teams rea
hing the quarter�nals were last year's 
hampion Sharif CE from Iran, RMITUnited from Melbourne, Australia, the Osaka University Tra
kies from Japan, and the three German teamsGMD Robots, Bonn, Agilo Robo
uppers from Muni
h, and CS Freiburg. GOLEM, Sharif CE, Tra
kies, andCS Freiburg quali�ed for the semi�nals. The semi�nals and �nals mat
hes were the most ex
iting games inmiddle size league history, wat
hed by a 
rowd of more than a thousand enthusiasti
 spe
tators. Both thethird-pla
e game and the �nal game took penalty shootouts to determine the winners. Last year's 
hampionSharif �nished 3rd after tying the Tra
kies 1:1 at full-time and winning the penalty ki
ks 3:2. The �nal gamebetween Freiburg and GOLEM was tied 3:3 at full-time. During the penalty shootout, Freiburg �rst s
oredthree of �ve penalty ki
ks. Then, it was GOLEM's turn and they s
ored the �rst penalty ki
k. Ex
itementwas at its peak when they missed the next two. Freiburg defended the next one as well and be
ame theRoboCup-2000 middle size league 
hampion.4.4 Lessons Learned and Future DevelopmentsWhen the new
omer team Sharif CE from Iran won last year, many observers attributed their superiorperforman
e largely to their new hardware design, whi
h gave them more speed and more maneuverabilitythan most other teams. With the GOLEM team from Italy, we had yet another team with a new mobileplatform making it to the �nals. Many AI people were 
on
erned that the fo
us in F2000 would shift mainlyto new me
hani
al designs and hardware work. However, this year CS Freiburg won the 
hampionshipbe
ause of their superior software 
apabilities; ex
ept for slightly redesigned ki
kers, the hardware designhas remained almost the same sin
e the team started out in 1998. Many teams have mu
h faster, moremaneuverable robots than Freiburg.After a year of keeping the rules virtually un
hanged, it is now time to think about modi�
ations thatpromote resear
h parti
ularly in two dire
tions:� Making robots more robust and reliable. Comparatively small 
hanges in the environment often disturbthe robots' performan
es signi�
antly. Redu
ing the dependen
y on environmental 
olor 
oding and todevelop fast and robust algorithms for per
eptual tasks like obje
t dete
tion, obje
t lo
alization, andobje
t tra
king is an essential goal for future resear
h.� Enhan
ing playing skills. Most robots push or ki
k the ball with a simple devi
e; only few robots 
oulddemonstrate dribbling 
apabilities, su
h as taking the ball around an opponent in a 
ontrolled manner.10



Playing skills 
an be improved by more thorough appli
ation of learning te
hniques. In addition, weneed to relax some of our 
onstraints on robot's form and shape in order to promote the design ofinnovative ball manipulation devi
es.Rule 
hanges to foster resear
h in these dire
tions 
an be expe
ted for future tournaments.4.5 CS Freiburg: Middle-Size ChampionsAfter winning RoboCup in 1998 and 
oming in third in 1999, CS Freiburg won the 
hampionship at RoboCup2000 again. One of the reasons for this su

ess is most probably the a

urate and reliable self-lo
alizationmethod based on laser range �nders [13℄. However, while this was basi
ally enough to win the 
ompetitionin 1998, it was ne
essary to work on a number of di�erent problem areas in order to stay 
ompetitive. Sin
e1998, the CS Freiburg team has worked in the areas of� improving the basi
 ball handling skills,� improving the a
tion sele
tion me
hanism,� improving team play, and� improving sensor data gathering and interpretation.These points are des
ribed in mu
h more detail in another paper [49℄.In parti
ular the �rst point implied some redesign of the hard- and software. Figure 7 shows one of theredesigned CS Freiburg robots with the new ki
king devi
e and movable �ngers. However, a new ki
ker anda new way of steering the ball is not enough. It is also ne
essary to develop basi
 behaviors that exploit thenew hardware and to develop a me
hanism for sele
ting the appropriate behavior in a given situation.

Figure 7: CS Freiburg player mounting SICK LRF, 
olor 
amera, Libretto laptop, WaveLan wireless ethernetand 
ustom-made new ki
king devi
e.4.5.1 New Ta
ti
al Skills: Dribbling and Rebound ShotsFor this years 
ompetition, the CS Freiburg team put a lot of e�ort in developing a new set of basi
 skills torespond to a large number of di�erent game situations. In the following some of the most important skillsare des
ribed.To get hold of the ball a player moves to a position behind the ball following a 
ollision-free traje
torygenerated by a path planning system whi
h 
onstantly (re)plans paths based on the player's per
eption of theworld (GoToBall). The system is based on potential �elds and uses A� sear
h for �nding its way out of lo
al11



(a) (b)Figure 8: A CS Freiburg players' view of the world while (a) dribbling and (b) ball-passing. Cir
les denoteother robots and the small 
ir
le in front of the player 
orresponds to the ball. Lines almost parallel tothe �eld borders are per
eived by the laser range �nder. The other lines leading away from the player areevaluated by the skills.minima. If 
lose to the ball a player approa
hes the ball in a rea
tive manner to get it pre
isely between the�ngers while still avoiding obsta
les (Approa
hBall). On
e in ball possession, a player turns and moves theball 
arefully until fa
ing in a dire
tion whi
h allows for an atta
k (TurnBall). If the player is right in frontof the opponent's goal, it ki
ks the ball in a dire
tion where no obsta
les blo
k the dire
t way to the goal(ShootGoal). Otherwise it �rst heads towards a 
lear area in the goal and turns sharply just before ki
kingin 
ase the opponent goalkeeper moved in its way (MoveShootFeint). However if obsta
les are in the way tothe goal, the player tries to dribble around them (DribbleBall) unless there is not enough room. In this 
asethe ball is ki
ked to a position 
lose to the opponent's goal by also 
onsidering rebound shots using the walls.In the event of being too 
lose to an opponent or to the �eld border the ball is propelled away by turningqui
kly in an appropriate dire
tion (TurnAwayBall). If a player gets stu
k 
lose to an obsta
le it tries tofree itself by �rst moving away slowly and (if this doesn't help) then trying random moves(FreeFromStall).Players ful�lling strategi
 tasks position themselves following 
ollision-free paths (GoToPos) to dynami-
ally determined positions. From these positions the players either sear
h the ball if not visible (Sear
hBall)by rotating 
onstantly or observe it by turning until fa
ing it (ObserveBall).In RoboCup-2000, the CS Freiburg team seemed to be one of the few teams 
apable of e�e
tively dribblingwith the ball and the only one whi
h exploited deliberately the possibility of rebound shots using the walls.Therefore these two skills will be des
ribed in more detail.Figure 8(a) shows a s
reen-shot of a player's lo
al view while dribbling. In every 
y
le, potential 
ontin-uations of the 
urrent play are 
onsidered. Su
h 
ontinuations are lines to points 
loser to the opponent'sgoal within a 
ertain angle range around the robot's heading. All the possible lines are evaluated and thedire
tion of the best line sample is taken as the new desired heading of the robot.A line is evaluated by assigning it a value whi
h is higher the further it is away from obje
ts, the lessturning is ne
essary for the player, and the 
loser its heading is to the opponents goal 
enter. Determiningthe robot's heading this way and adjusting the wheel velo
ities appropriately in every 
y
le lets the robotsmoothly and safely dribble around obsta
les without loosing the ball. The CS Freiburg team s
ored somebeautiful goals in this year's tournament after a player had dribbled the ball over the �eld around opponentsalong an S-like traje
tory. Of 
ourse, all this only works be
ause the ball steering me
hanism allows for tight
ontrol of the ball.Figure 8(b) shows a s
reen-shot of a player during ball-passing. For this skill the lines are re
e
ted at12



the walls and are evaluated only on
e to �nd the best dire
tion in whi
h to ki
k the ball. A line's value ishigher the further away from obsta
les it is, the 
loser its endpoint is to the opponents goal, and the lessturning is required for the player to fa
e in the same dire
tion. Using the passing skill the players of the CSFreiburg team were able to play the ball e�e
tively to favorable positions and even to s
ore goals dire
tly.Again, this behavior was only su

essful be
ause of the new, strong ki
king devi
e.4.5.2 A
tion Sele
tion: Extended Behavior NetworksOne of the 
riti
al 
omponents in a roboti
 so

er agent is the a
tion sele
tion me
hanism. As the aboveoutline of a
tions for playing the ball show, a lot of di�erent basi
 skills have to be taken into a

ount andfor ea
h situation an appropriate a
tion has to be 
hosen. During the development of the CS Freiburg team,a number of di�erent methods have been tried, none of them being 
ompletely satisfa
tory. In this year,extended behavior networks [9℄ have been adapted to the needs of the CS Freiburg team. This formalism,whi
h had been used in last year's runner-up in the simulation league, has been developed based on Maes'proposal [28℄. It modi�es Maes' proposal in parti
ular by 
hanging the a
tivation me
hanism in a way thatthe a
tion sele
tion appears to be 
loser to de
ision-theoreti
 planning.This formalism allows for modular and 
exible spe
i�
ation of behaviors and their intera
tions. Inaddition, it is possible to adjust ta
ti
s to opponents by supporting more defensive or o�ensive play.4.5.3 Strategy: Roles and Pla
ementThe CS Freiburg players organize themselves in roles, namely a
tive, support and strategi
. While the a
tiveplayer always tries to get and play the ball, the supporting player attempts to assist by positioning itselfappropriately. The strategi
 player always o

upies a good defensive position.Ea
h player 
onstantly 
al
ulates its utility to pursue a 
ertain role and 
ommuni
ates the result to itsteammates. Based on its own and the re
eived utilities a player de
ides whi
h role it wants to take. Thisapproa
h is similar to the one taken by the ART team [4℄, however, the CS Freiburg players additionally
ommuni
ate to their teammates whi
h role they are 
urrently pursuing and whi
h role they desire to take.A role 
an only be taken from another player if the own utility for this role is the best of all players and therobot 
urrently pursuing the role also wants to 
hange its role. Following this strategy makes it less likelythat two or more players are pursuing the same role at the same time than assigning rules based on utilityvalues only.The target positions of the players are determined similarly to the SPAR method of the CMUnitedteam in the small-size league [44℄. From the 
urrent situation observed by the robots, a potential �eld is
onstru
ted whi
h in
ludes repulsive for
es arising from opponent players and attra
ting ones from desirablepositions, e.g. positions from where the ball is visible. Positions are then sele
ted based on the robot's
urrent role, e.g. the position of the a
tive player is set 
lose to the ball, the supporting player is pla
ed tothe side and behind the a
tive one, and the strategi
 player takes a defensive position whi
h is about halfway between the own goal and the ball but behind all opponent players.4.5.4 ObservationsThe su

ess of the CS Freiburg team this year 
an be 
learly attributed to the e�e
tive team play and theri
h set of basi
 ball handling skills. Being always present at strategi
ally important positions 
ompensatedfor the 
omparatively slow robots of the CS Freiburg team. The basi
 skills enable the robots to movequi
kly to the ball and o�er a variety of di�erent ball-handling a
tions exploiting the new powerful ki
kingand ball steering me
hanism. As demonstrated, for example, in the game against CS Sharif, the CS Freiburgplayers did extremely well in getting to the ball and blo
king the opponent before it 
ould a
tually be
omedangerous.One of the experien
es was that tuning the parameters of the basi
 skills by hand was a very time
onsuming job. Therefore, some future work will 
on
entrate on learning methods for parameter adjustmentof some of the basi
 skills.
13



5 The Simulation LeagueThe RoboCup 2000 
ompetition was the most ex
iting and most interesting simulation 
ompetition so far.As in past years, the 
ompetition was run using the publi
ly available so

er server system [33℄. 34 teamsfrom 14 
ountries met in a round robin 
ompetition followed by a double elimination �nal series. Whilemost of the teams had 
ompeted in previous 
ompetitions there were several notable new entries, in
ludingthe eventual 
hampions, FC Portugal who had an ex
iting 1:0 �nal with Karlsruhe Brainstormers. The highstandard of the 
ompetition made for many ex
iting mat
hes throughout the 
ompetition { nearly 25% of�nal-round games went into overtime, one eventually having to be de
ided by a 
oin toss after s
orelessovertime lasted the length of two normal mat
hes.5.1 The RoboCup so

er serverThe RoboCup so

er server provides a standard platform for resear
h into multiagent systems. The so

erserver simulates the players and �eld for a 2D so

er mat
h. 22 
lients (11 for ea
h team) 
onne
t to theserver, ea
h 
lient 
ontrolling a single player. Every 100ms the So

er Server a

epts 
ommands, via so
ket
ommuni
ation, from ea
h 
lient. The 
lient sends low level 
ommands (dash, turn or ki
k) to be exe
uted(imperfe
tly) by the simulated player it is 
ontrolling. Clients 
an only 
ommuni
ate with ea
h other usingan unreliable, low bandwidth 
ommuni
ation 
hannel built into the so

er server. The so

er server simulatesthe (imperfe
t) sensing of the players, sending an abstra
ted (obje
ts, e.g. players and ball, with dire
tion,distan
e and relative velo
ity) interpretation to the 
lients every 150ms. The �eld of view of the 
lients islimited to only a part of the whole �eld. The So

er Server enfor
es most of the basi
 rules of (human)so

er in
luding o�-sides, 
orner ki
ks and goal ki
ks and simulates some basi
 limitations on players su
has maximum running speed, ki
king power and stamina limitations.An extra 
lient on ea
h team 
an 
onne
t as a \
oa
h", who 
an see the whole �eld and send strategi
information to 
lients when the play is stopped, for example for a free-ki
k.The So

erMonitor 
onne
ts to the so

er server as another 
lient and provides a 2D visualization of thegame for a human audien
e (see Figure 9). Other 
lients 
an 
onne
t in the same way to do things like 3Dvisualization, automated 
ommentary and statisti
al analysis.5.2 Resear
h ThemesMany of the resear
h 
hallenges addressed by teams in 2000 
ame out of problems observed by teams fromprevious 
ompetitions. Two resear
h themes were espe
ially prominent, the �rst theme being learning andthe se
ond being multiagent 
oordination. Other resear
h areas in
luded improving situational awarenessgiven in
omplete and un
ertain sensing and high level team spe
i�
ation by human designers.The �rst resear
h theme, espe
ially 
ommon amongst the su

essful teams, was learning. Teams adaptedte
hniques like simulated annealing, geneti
 programming or neural nets to the problem of 
reating veryoptimized low level skills su
h as dribbling (e.g. [39℄). Experien
e has shown that while advan
ed skills werean essential 
omponent of a su

essful team, building su
h skills by hand is diÆ
ult and time 
onsuming.The skills developed with learning te
hniques were in some 
ases superior to the hand developed skills ofprevious years. Hen
e, RoboCup has provided a useful, obje
tive example of a 
ase where learning 
anprodu
e a better out
ome than labor intensive programming.Not all learning resear
h was fo
used on low-level skills { several teams addressed the problem of howto learn high level strategies. RoboCup provides an interesting domain to investigate su
h issues be
ausealthough there is a 
learly de�ned obje
tive fun
tion, i.e. win the game, the huge state spa
e, unpredi
tableopponent, un
ertainty, et
. make the problem very 
hallenging. Most approa
hes learning at a high levellayered the learning in some way (a su

essful approa
h in the 1999 
ompetition), although the spe
i�
s ofthe learning algorithms varied greatly from neural networks to evolutionary algorithms.The se
ond major resear
h theme was multiagent 
oordination. While in previous 
ompetitions, a highlyskilled team might do reasonably well with \kiddie so

er" ta
ti
s, e.g. dribbling dire
tly to goal, so manyteams this year had high quality skills that more sophisti
ated team strategies were required to win games.Conversely, the high quality skills triggered more interest in team strategies be
ause players had the abilityto 
arry them out with some 
onsisten
y. As well as the learning approa
h to developing high level strategies,14



a variety of human engineered approa
hes were used (e.g. [31℄). A key to many of the approa
hes was theonline 
oa
h. The 
oa
h was 
ommonly used to analyze the opposition and determine appropriate 
hanges tothe team strategy [10℄. Other teams developed tools or te
hniques aimed at empowering human designers toeasily spe
ify strategies. Yet, other teams relied on 
arefully engineered emergent team behavior (e.g. [37℄)or dynami
 team planning to a
hieve the desired team behavior.5.3 RoboCup-2000RoboCup simulation teams are in
reasingly 
omplex pie
es of software usually 
onsisting of 10,000s of linesof 
ode with spe
ialized 
omponents working together in real-time. Handling the 
omplexity is for
ingresear
hers to look 
riti
ally at agent paradigms not only in terms of the resultant agent behavior but alsoat the ease with whi
h very 
omplex teams 
an be developed within that paradigm (and how that should bedone).However, the rapidly in
reasing 
omplexity of RoboCup simulation agents should not deter new re-sear
hers from starting to work with RoboCup. An online team repository 
urrently 
ontains sour
e 
odeor binaries for 29 of the teams that 
ompeted in the 1999 World Cup plus many more from previous years.The repository allows new RoboCup parti
ipants to qui
kly get a team going. In fa
t a number of the topteams in 2000 were developed on top of the freely available 
ode of the 1999 
hampions, CMUnited-99. Thegrowing 
ode base provides 
ode for intera
tion with the so

er server, skills, strategies, debugging tools,et
. in a variety of programming languages and paradigms.The reigning 
hampion team, CMUnited-99, was re-entered un
hanged in the 2000 
ompetition to assessthe advan
es made during the year. In 2000 CMUnited-99 �nished 4th. In 1999, CMUnited-99's aggregategoals for and against tally was 110-0, while in 2000 the tally was the far more 
ompetitive 25-7 (in
luding a13-0 win). Also interesting was that 4 of 6 of CMUnited-99's elimination-round games went into overtime(resulting in 3 wins and 1 loss). CMUnited-99's re
ord in 2000 shows two things: (i) although they �nishedfourth several teams were nearly as good and, perhaps, unlu
ky to lose to them and (ii) the 
ompetition wasextremely tight. It also indi
ates just how good CMUnited-99 were in 1999.As well as the main 
ompetition, there were extensive evaluation sessions designed to 
ompare the abilityof teams to handle in
reased sensor and e�e
tor un
ertainty. The sensor test was a repeat of the test from lastyear and involved 
hanging the average magnitude of the error in the simulated visual information playersre
eived. The e�e
tor test was a surprise to the teams and involved 
hanging the average magnitude of thedi�eren
e between a 
ommand sent by a player and what was a
tually exe
uted. The evaluation sessionprovides a unique opportunity to test a wide variety of agent implementations under identi
al 
onditions.Extensive evaluation log-�les, providing a large amount of high quality date, are available for analysis.Despite the advan
es made in 2000, the RoboCup simulator is far from a solved problem. While high levellearning has progressed signi�
antly, learned high level strategies were generally inferior to hand-
oded ones{ a 
hallenge for 2001 is to have learned strategies outperform hand-
oded ones. Using RoboCup simulationas a platform for resear
h into high level multiagent issues is only just starting to emerge, via, for example,use of the online 
oa
h. Additionally, as the standard of play gets higher there is both in
reased interestand use for opponent modeling te
hniques that 
an 
ounter 
omplex, previously unseen team strategies.The rapidly in
reasing 
omplexity of RoboCup software 
hallenges us to 
ontinue improving our methodsfor handling 
omplexity. The advan
es made and the resear
h areas opened up in 2000 bode well for yetanother interesting, ex
iting 
ompetition in 2001.5.4 FC Portugal: Simulator League ChampionFC Portugal is the result of a 
ooperative proje
t that started in February 2000, between the Universities ofAveiro and Porto in Portugal. FC Portugal won both the RoboCup 2000 Simulation League European andWorld 
hampionships, s
oring a total of 180 goals and 
on
eding none.CMUnited99 sour
e 
ode[42℄ was used as a starting point enabling development e�ort to be fo
usedon more interesting resear
h issues. We have pursued a variety of resear
h threads 
overing all aspe
ts ofRoboCup team development, with the overriding themes being multiagent 
o-operation and 
oordination.At the team level, FC Portugal introdu
es the 
on
ept of ta
ti
 and in
orporates novel algorithms for using
exible, dynami
 team formations in
luding the ability for players to dynami
ally 
hange positionings and15



roles. Intelligent 
ommuni
ation provides all players with an a

urate pi
ture of the world despite theun
ertainty and limited �eld of view enfor
ed by the simulation. At the individual level, interesting aspe
tsof FC Portugal in
lude intelligent per
eption, qualitative reasoning about a
tion sele
tion through integrationof real so

er knowledge and the use of online optimization te
hniques for low-level skills. Several importantdevelopment tools were used in
luding a visual debugger (see Figure 9), advan
ed replay fa
ilities for humandevelopers and a world state error analyzer. Due to spa
e 
onstraints it is not possible to fully explain allthe FC Portugal advan
es in detail. We des
ribe sele
ted features below and refer the interested reader toour longer paper for more details [38℄.

Figure 9: A s
reen-shot of the So

er Server monitor augmented with FC Portugal's debugging tools.5.4.1 Team STRATEGY de�nition and SBSP - Situation Based Strategi
 PositioningCMUnited brought the 
on
epts of formation and positioning to RoboSo

er[43, 45℄ and used dynami
swit
hing of formations as well. FC Portugal extends this 
on
ept and introdu
es the 
on
epts of ta
ti
s andplayer types. FC Portugal's team strategy is based on a set of ta
ti
s to be used in di�erent game situationsand a set of player types. Ta
ti
s in
lude several formations used for di�erent game-spe
i�
 situations(defense, atta
k, goalie free ki
k, s
oring opportunity, et
). Formations are 
omposed of eleven positioningsthat assign ea
h player a given player type and a base strategi
 position on the �eld.One of the most signi�
ant features is the 
lear distin
tion between strategi
 situations (when the agentbelieves that it is not going to use an a
tive behavior soon) and a
tive situations (ball re
overy and ballpossession). In strategi
 situations, players use an SBSP me
hanism that adjusts its base strategi
 positiona

ording to the ball position and velo
ity and player type strategi
 information. The result is the beststrategi
 position in the �eld for ea
h player in ea
h situation. Sin
e, at ea
h time, only a few players areusually using a
tive behaviors, SBSP enables the team to move like a real so

er team, keeping the ball well
overed while remaining strategi
ally distributed around the �eld. For a
tive situations|ball possession,ball re
overy, and stopped game|de
ision me
hanisms based on the integration of real so

er knowledge areused.5.4.2 Intelligent Per
eption and Communi
ationIn a 
omplex domain su
h as so

er, the multiple sensors of an agent must be 
oordinated and used in anintelligent way to give the agent the most a

urate understanding of the 
urrent state of the world possible.Players re
eive world information via their \vision" system, 
lose range \tou
h" sensors and \shouted"information from teammates. The so

er server limits the agent's viewing distan
e and viewing angle.Hen
e, at any time there are large parts of the �eld that the player 
annot see. However, the player has a16



ne
k whi
h 
an be turned independently of it's body (within some limits) so it need not be looking in thedire
tion it is moving. In di�erent situations di�erent aspe
ts of the world are more or less important to theplayer. The server also limits 
ommuni
ation between teammates, namely, messages are broad
ast over alimited range around the talking player; and players may only hear one message from their teammates ea
h2 simulation 
y
les.FC Portugal's Strategi
 Looking Me
hanism (SLM) intelligently determines the dire
tion the playershould turn its ne
k based on its 
urrent information availability and requirements. SLM de
ides on adire
tion to look by 
al
ulating the utility of ea
h possible dire
tion the agent 
ould look and sele
tingthe dire
tion with the highest utility. The utility is 
al
ulated by assessing the areas of the ground whereimportant information is likely to be sensed and for whi
h the agent does not already have the appropriateinformation. For example, in an atta
king situation high utility might be as
ribed to looking in the dire
tionof the goal be
ause that information 
ould help determine whether a shot on goal was a good option. FCPortugal agents use 
ommuni
ation in order to maintain agents' world states updated by sharing individualknowledge, and to in
rease team 
oordination by 
ommuni
ating useful events (e.g. position swap). Playersevaluate the utility of talking based on the 
omparison of assumed teammate knowledge (from re
eivedmessages) with their own knowledge. It should be noted that hearing a teammate message prevents hearingother messages that might be more useful. FC Portugal agents talk only when they believe that the utilityof their 
ommuni
ation is higher than those of their teammates.5.4.3 Ki
k OptimizationThe ability of RoboCup players to ki
k the ball powerfully and a

urately is a valuable asset. However,produ
ing su
h ki
ks is not an easy task. To ki
k, the player issues a 
ommand indi
ating the dire
tion andfor
e with whi
h the ball should be ki
ked. The resulting ball velo
ity depends on the position of the ballrelative to the player, its previous velo
ity and the dire
tion of the ki
k. A

eleration of the ball to a highspeed may take several ki
ks, e.g. to �rst position the ball appropriately then multiple ki
ks to a

elerate it.FC Portugal used optimization te
hniques to 
reate a very good ki
king ability based on a su

ession ofbasi
 ki
ks. The optimization pro
ess has two steps that are performed online, during the game, ea
h timeplayers want to ki
k the ball powerfully. Firstly, random sear
h and simple heuristi
s are used to generate ki
ksequen
es for the given situation (i.e. initial ball position/velo
ity and desired ki
k angle/velo
ity). Ki
ksequen
es are evaluated based on �nal speed, number of basi
 ki
ks, and possible opponent interferen
e.Then, hill-
limbing sear
h tries to improve the best ki
k sequen
e found by random sear
h. This methodresulted in 
exible, fast ki
king skills whi
h provided FC Portugal players a solid basis for exe
uting higherlevel strategies.6 RoboCup Res
ueThe RoboCup-Res
ue Proje
t was newly laun
hed by the RoboCup Federation in 1999. Its obje
tive is asfollows.1. Development and appli
ation of advan
ed te
hnologies of intelligent roboti
s and arti�
ial intelligen
efor emergen
y response and disaster mitigation for the safer so
ial system.2. New pra
ti
al problems with so
ial importan
e are introdu
ed as a 
hallenge of roboti
s and AI indi-
ating a valuable dire
tion of resear
h.3. Proposal of future infrastru
ture systems based on advan
ed roboti
s and AI.4. A

eleration of res
ue resear
h and development by the RoboCup 
ompetition me
hanism.A simulation proje
t is running at present, and a roboti
s and infrastru
ture proje
t will soon start.In Melbourne, a simulator prototype targeting earthquake disaster was open to the publi
 to start in-ternational 
ooperative resear
h. A real res
ue robot 
ompetition was proposed to start a new league in2001. 17



6.1 Simulation Proje
tDistributed simulation te
hnology 
ombines the following heterogeneous systems to make a virtual disaster�eld. (i) Disaster simulators model the 
ollapse of buildings, blo
kage of streets, spread of �re, traÆ
 
ow,and their mutual e�e
ts. (ii) Autonomous agents represent �re brigades, poli
emen, and res
ue parties, allof whi
h a
t autonomously in the virtual disaster. (iii) The Simulation Kernel manages state values andnetworking of/between the systems. (iv) The Geographi
al Information System gives spatial information tothe whole system. (v) Simulation Viewers show 2D/3D image of simulation results in real time as shown inFig. 10.The RoboCup-Res
ue simulation 
ompetition will start in 2001. The details are des
ribed in papers anda book [47, 21, 48, 17, 35, 46℄. The simulator prototype 
an be downloaded from http://robome
.
s.kobe-u.a
.jp/robo
up-res
ue/.
Burning Extinguished

Fire Brigade

Agents

Figure 10: 2D viewer image of RoboCup-Res
ueprototype simulator. Figure 11: AAAI USAR 
ontest �eld.
6.2 AAAI/RoboCup Res
ue Robot CompetitionA res
ue robot 
ompetition will start in 2001 in 
ooperation with AAAI. The target is sear
h and res
ueof 
on�ned people from 
ollapsed buildings su
h as in earthquake disasters and explosion disasters. InMelbourne, Robin Murphy (USF) demonstrated 2 robots that are developed for real operations.The large-s
ale arena of the AAAI Urban Sear
h and Res
ue (USAR) Contest (Fig. 11) will be used. It
onsists of three buildings simulating various situations. The easiest building has a 
at 
oor with minimaldebris, but the most diÆ
ult building in
ludes a 3D maze stru
ture 
onsisting of stairs, debris, et
. withnarrow spa
es. The details are des
ribed on the AAAI USAR web page (http://www.ai
.nrl.navy.mil/~s
hultz/aaai2000/).More than other RoboCup 
ompetitions, the rules of the 2001 res
ue 
ompetition will fo
us on dire
tte
hnology transfer, spe
i�
ally to real disaster problems on the basis of the 2000 AAAI USAR Contest. Forexample, pra
ti
al semi-autonomy with human assistan
e and information 
olle
tion for realisti
 operationare potential 
ompetition 
omponents.
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7 RoboCup JuniorRoboCup Jr. is the edu
ational bran
h of RoboCup, and it puts emphasis on tea
hing young people aboutresear
h and te
hnology by giving them hands-on experien
e. RoboCup Jr. development was initiated in1997, and the �rst publi
 show was at RoboCup'98 in Paris with a demonstration of LEGOMindstorms robotsplaying so

er in a big LEGO stadium with rolling 
ommer
ials, LEGO spe
tators making the wave, stadiumlights, et
. [24℄ and with 
hildren playing with other LEGO robot models. In 1999, during RoboCup'99 inSto
kholm, 
hildren were allowed to program their own LEGO Mindstorms robots in the morning, and thenplay tournaments in the afternoon [25℄. The fast development of 
omplex robot behaviors was a
hieved withthe Intera
tive LEGO Football set-up based on a user-guided approa
h to behavior-based roboti
s. Thisa
tivity was re�ned for RoboCup-euro-2000 in Amsterdam [20℄, where 10 Dut
h and 2 German s
hool groupsparti
ipated in a one-day tournament.The RoboCup Jr. 2000 a
tivity in Melbourne, in whi
h a total of 40 groups of 
hildren parti
ipated,di�ered from the previous a
tivities in several aspe
ts: (1) 
hildren were both building and programmingtheir robots, (2) the development took pla
e during 6-8 weeks prior to the 
ompetition, (3) in most 
ases,the work was done as part of a tea
hing proje
t in s
hools, (4) there was a robot sumo 
ompetition and arobot dan
e performan
e, in addition to the so

er 
ompetition.During previous events, 
hildren had no opportunity to build the robots. But edu
ational approa
hes su
has 
onstru
tionism [36, 23℄ suggest that the 
onstru
tion of an artifa
t is important in order to understandthe artifa
t, so RoboCup Jr. 2000 allowed 
hildren to both build and program the robots. This endeavorwas fa
ilitated by the use of LEGO Mindstorms robots, partly be
ause this tool allows for easy assemblyof robots, and partly be
ause most 
hildren are familiar with LEGO. The tasks were designed so that thesimple sensors and a
tuators are suÆ
ient, but a few 
hildren from the more advan
ed te
hni
al 
lasses madetheir own sensors, and integrated them with the LEGO Mindstorms 
ontrol unit.There were three di�erent events during RoboCup Jr. 2000, namely the Dan
e-Performan
e Event forstudents up to 12 years of age (Primary), the Converging Robot Ra
e (Sumo) for students up to 14 yearsof age (Years 7 and 8), and RoboCup Jr 2000 So

er for students of 14 to 18 years of age (Years 7 - 12).We put spe
ial emphasis on broadening RoboCup Jr. from being a purely 
ompetitive event to in
lude the
ooperative event of a robot dan
e/parade. In previous years, and during RoboCup Jr. 2000, we found the
ompetitive robot so

er event to result in a gender bias towards boys. This bias is not surprising, sin
e therobot so

er event promotes so

er, te
hnology, vehi
les, and 
ompetition, and we often �nd that boys aremore enthusiasti
 about these subje
ts than girls. We did not perform any rigorous s
ienti�
 gender studies,but our experien
e from many events gave a 
lear pi
ture of a gender bias. We therefore introdu
ed thedan
e/parade, in order to address other issues, su
h as 
ooperation, 
ontext 
onstru
tion, and performan
e.Indeed, more than 50% of the parti
ipants who signed up for the robot dan
e/performan
e event were girls.Ea
h parti
ipating team had 3 minutes for the robot dan
e/performan
e. The teams designed the robots;designed the environment in whi
h the robots dan
ed; programmed the robots to perform; and made a musi

assette with the appropriate musi
 for the performan
e. Many of the teams also designed their own 
lothesto mat
h the robots and the environment, and many teams designed 
lothes for the robots. There was nolimitation to the hardware (any robot 
an be used), but during RoboCup Jr. 2000, all parti
ipating teams
hose to use LEGO Mindstorms. The performing robots in
luded a Madonna look-alike, a dis
o-vampire, adragon on the bea
h, and four feather-dressed dan
ers. Ten teams parti
ipated in the Dan
e/Performan
eEvent, and prizes were given for best dressed robot, best programming, best 
horeography, most entertaining(best smile value), best team T-shirt design, best oral presentation by parti
ipants to judges, and 
reativityof entry.The RoboCup Jr. so

er game had 20 parti
ipating teams. Ea
h team built one or two robots (in all
ases from LEGO Mindstorms) to play on a �eld of approximately 150
m � 90
m. The 
oor of the �eld is agradient from bla
k to white, whi
h allows the robots to dete
t position along one of the axes by measuringre
e
tion from the 
oor with a simple light sensor. The ball used in the �nals was an ele
troni
 ball produ
edby EK Japan (see [25℄). The ball emits infrared that 
an be dete
ted with very simple, o� the shelf LEGOsensors. Bellarine Se
ondary College won the �nal by drawing 3-3 and winning on golden-goal, after beingdown 3-0 at half time.The su

ess of the RoboCup Jr. 2000 event was to a large degree due to the involvement of very19



enthusiasti
 lo
al tea
hers and toy/hardware providers, who promoted and designed the event in 
ollaborationwith the resear
hers. The lo
al tea
hers were able to in
orporate the RoboCup Jr. proje
t in their 
urri
ula.Involvement of lo
al tea
hers seems 
ru
ial for the su

ess of su
h events. In the future, RoboCup Jr. willmake an e�ort to promote national and lo
al 
ompetitions, apart from the big events at the yearly RoboCup.Figure 12 shows images from this year's event.

Figure 12: Images of the RoboCup Jr. events8 Humanoid Robot DemonstrationThe RoboCup humanoid league will start in 2002 towards the �nal goal of RoboCup, whi
h is to beat thehuman World Cup so

er 
hampion team with a team of eleven humanoid robots by 2050. This leaguewill be mu
h more 
hallenging than the existing ones be
ause the dynami
 stability of robots walking andrunning will need to be handled.The main steps of su
h development will be: (i) building an autonomous biped able to walk alone onthe �eld; (ii) lo
omotion of this biped, in
luding straight-line movement, 
urved movement, and in-pla
eturns; (iii) identi�
ation of the ball, the teammates, and the opponents; (iv) ki
king, passing, shooting,inter
epting, and throwing the ball; (v) a
quisition of 
ooperative behavior (
oordination of basi
 behaviorssu
h as passing and shooting); and (vi) a
quisition of team strategy.Although items (iii){(vi) are already addressed in the existing leagues, the humanoid league has its own
hallenges related to handling the ball with feet and hands.At RoboCup-2000, the humanoid demonstration was held with four 
hara
teristi
 humanoids. Figure 13shows these four humanoids, pi
tured from left to right. Mark-V, on the left is from Prof. Tomiyama's groupat Aoyama Gauin Univirsity. Mark-V showed its ability to walk and ki
k a ball into a goal. Se
ond from theleft is PINO from the Kitano Symbio Proje
t, Japan. PINO demonstrated walking and waving his hand tosay \Good Bye!" Se
ond from the right is Adam from LRP, Fran
e. Adam walked 100 
m in a straight lineautonomously and was also 
ontrolled by an o�-board 
omputer. On the right is Ja
k Daniel from WesternAustralia University. Ja
k demonstrated a walking motion while suspended in the air.These humanoids are still under development. At RoboCup-2001 we expe
t to see more humanoids withimproved walking and running and also some new 
apabilities.9 RoboCup Workshop and Challenge AwardsThere is no doubt that RoboCup is an ex
iting event: the mat
hes are thrilling to wat
h and the robots andprograms are fun to design and build. Even so, RoboCup is fundamentally a s
ienti�
 event. It provides amotivating and an easy to understand domain for serious multiagent resear
h. A

ordingly, the RoboCup20



Figure 13: Four humanoids demonstrated at RoboCup-2000Workshop, whi
h is held ea
h year in 
onjun
tion with the Robot So

er World Cup, soli
its the best workfrom parti
ipating resear
hers for presentation.The RoboCup-2000 Workshop was held in Melbourne, adja
ent to the exhibition hall where the 
om-petitions were staged. This year 20 papers were sele
ted for full presentation and an additional 20 weresele
ted for poster presentation from over 60 submissions. Paper topi
s ranged from automated intelli-gent sports
aster agents to motion planners and vision systems. The Workshop was attended by over 200international parti
ipants.The number of high-quality submissions to the RoboCup Workshop 
ontinues to grow steadily. To high-light the importan
e of the s
ienti�
 aspe
ts of RoboCup, and to re
ognize the very best papers, the workshoporganizers nominated four papers as 
hallenge award �nalists. The 
hallenge awards are distin
tions that aregiven annually to the RoboCup-related resear
h that shows the most potential to advan
e their respe
tive�elds. The �nalists were:� A lo
alization method for a so

er robot using a vision-based omni dire
tional sensor by Carlos Marquesand Pedro Lima [29℄.� Behavior 
lassi�
ation with self-organizing maps by Mi
hael W�unstel, Daniel Polani, Thomas Uthmannand J�urgen Perl [51℄.� Communi
ation and 
oordination among heterogeneous mid-size players: ART99 by Claudio Castelpi-etra, Lu
a Io

hi, Daniele Nardi, Maurizio Piaggio, Alessandro S
also and Antonio Sgorbissa [4℄.� Adaptive path planner for highly dynami
 environments by Ja
ky Baltes and Ni
holas Hildreth [2℄.These presentations were evaluated by a panel of judges who attended the presentations based on the papersthemselves, as well as the oral and poster presentations at the workshop. This year two awards were given:The s
ienti�
 
hallenge award was given to W�unstel, et al. for their work on applying self-organizing maps tothe task of 
lassifying spatial agent behavior patterns; the engineering 
hallenge award was given to Marquesand Lima for their 
ontribution to sensing and lo
alization.We expe
t that Workshop will 
ontinue to grow. In future years we may move to parallel tra
ks so thatmore presentations will be possible.9.1 S
ienti�
 Challenge AwardThe RoboCup-2000 S
ienti�
 Challenge Award went to [51℄ for its 
ontribution of a method for using Self-Organizing Maps to 
lassify and stru
ture spatio-temporal data. The goal of the work was to develop amethod to dete
t 
hara
teristi
 features of traje
tories. It was used to analyze the behaviors exhibited by21



RoboCup players during tournament games. The games took pla
e in simulation using the so

er server, sothe 
omplete game data were available as log �les. The a
tions of Robo
up players are then analyzed on apurely behavioral level, i.e. no knowledge about implementation or inner states of the agents is used. Herean outline of the method is given. For details of the method, the reader is referred to the original paper.The model introdu
ed in that paper is based on Kohonen's Self-Organizing Map [19℄ (SOM). The SOMis a data analysis method inspired by the stru
ture of 
ertain 
ortex types in the mammal brain. It is ableto identify 
lusters in high-dimensional data and to proje
t (\map") those data to a two-dimensional gridrespe
ting their \topology," i.e. their neighborhood stru
ture whi
h allows an intuitive visualization. Themapping and the visualization 
apability is an advantage of the SOM as 
ompared to standard statisti
almethods; in parti
ular, the SOM is not just useful for separating di�erent 
lusters, but it also resolvesthe inner stru
ture of the 
lusters. Mathemati
ally it is related to the prin
ipal surfa
e models for datadistributions known from statisti
s [40℄, though, unlike the SOM, the latter are not designed to handle datasets de
omposing into di�erent 
lusters.In the SOM model, there exist two spa
es: the (typi
ally) high-dimensional data spa
e and the spa
eof SOM units, having a fun
tion similar to the 
odebook ve
tors of ve
tor quantization. Unlike in ve
torquantization, however, the SOM units are typi
ally organized in a two-dimensional grid, representing atopologi
al, i.e. neighborhood, relation between the units.For a trained SOM, ea
h data point from the high-dimensional spa
e is proje
ted onto an element of thetwo-dimensional SOM grid. Every SOM unit represents a ve
tor in the high-dimensional data spa
e, su
hthat the SOM 
an be viewed as an embedding of the two-dimensional SOM grid into the high-dimensionaldata spa
e. Neighboring units typi
ally represent neighboring regions in the original data spa
e. In turn, adata point from the high-dimensional spa
e 
an be proje
ted to that unit in the low-dimensional grid whose
ode ve
tor is 
losest to the original point.One of the questions addressed in the paper is the representation of traje
tories of individual players andof players intera
ting with the ball. There are di�erent approa
hes to represent traje
tories adequately tobe able to analyze them with SOMs. One method is to proje
t every state of the original traje
tory to the
orresponding SOM unit and to examine the resulting traje
tory on the SOM grid in a fashion similar tothe tra
e of a elementary parti
le in a 
loud 
hamber [16℄. One 
an then for instan
e 
ompare the order ofa
tivated units with some referen
e order. This method has also been used su

essfully for example in [3℄ tore
ognize instan
es of a theme in a pie
e of musi
 of J.S. Ba
h. It has also been used in spee
h re
ognition totra
e the order of phonemes [18, 30℄. These are stati
 SOM models of traje
tories in the sense that the SOMunits only represent 
ertain states and the data spa
e traje
tories are transformed into a traje
tory on theSOM grid. A di�erent representation has been used by Chappell and Taylor [5℄ who used Leaky IntegratorUnits. These units 
an store the units' a
tivations for a while and therefore are able to represent temporalinformation. The method presented in [50℄, however, adopts a dynami
 view of the traje
tory representation.It does not attribute just a single state to an SOM unit; instead ea
h unit stores a traje
tory sli
e 
ontainingseveral su

essive states. Therefore, in this model the mapping performed by the SOM training does notjust proje
t the \stati
" state spa
e but the spa
e of traje
tory sli
es onto the SOM grid and thus providesa mapping of the dynami
 stru
ture of the original traje
tories.In the paper dis
ussed here we use a method whi
h we labeled spatially fo
used representation (SFR).Here we 
onsider a traje
tory as a simple sequen
e of spatial data: The time intervals are �xed and dis
reteand the spatial data are 
ontinuous. An agent traje
tory in a RoboCup simulation 
onsists of a sequen
e ofagent positions on the two-dimensional so

er �eld, one for ea
h dis
rete simulation time step. The traje
toryis split into windows of short length (6 time steps in the 
urrent 
ase). The di�eren
e ve
tors of the agentpositions in two su

essive time steps are 
al
ulated (giving 5 di�eren
e ve
tors in the 
urrent example).This sequen
e of di�eren
e ve
tors is now 
on
atenated, resulting in a 
ombined ve
tor (10-dimensional inthe example). A 
omplete player traje
tory is thus transformed into a set of traje
tory sli
es representedas a sequen
e of position di�eren
e ve
tors whi
h, in turn, is 
ombined into a single larger ve
tor (the SFRve
tor) for every sli
e. The SOMs are then trained in the standard fashion using the SFR ve
tors as trainingdata.After the SOM is trained, ea
h SOM unit represents a traje
tory sli
e (similar to a 
odebook ve
torof ve
tor quantization); due to the topology preservation property of the SOMs, units representing similartraje
tory sli
es denoting similar agent mi
ro-behaviors are typi
ally grouped together on the SOM grid.22



This yields 
oarse 
lusters indi
ating distin
t fundamental traje
tory patterns (whi
h belong to di�erentbehavior types); on the other hand also the inner stru
ture of these pattern 
lusters is mapped to the SOMgrid respe
ting the neighborhood stru
ture as far as possible. It is then possible to study the traje
toryproje
tions onto the SOM grid that are generated by given players. Doing so for players from di�erentRoboCup teams is able to reveal signi�
ant di�eren
es in the mi
ro-behaviors of the respe
tive players.The paper extends the method to handle intera
tions between a player and the ball (this is a spe
ial 
ase ofa more general two-agent or two-obje
t intera
tion). For this the SFR ve
tors have to be extended to the so-
alled enhan
ed spatially fo
used representation (ESFR) ve
tors whi
h 
ombine two simultaneous traje
tories(of one player and the ball) and thus examine the player-ball intera
tions. The data representation is similarto SFR. In addition to the di�eren
es between the agent positions at su

essive time steps in SFR, ESFRin
ludes the di�eren
e ve
tors between player and ball at the di�erent time steps in the ve
tor representation.The ESFR ve
tors are used to train the SOM. The resulting SOMs then 
reate a map of the short-term(mi
ro-)intera
tion between player and ball whi
h is e.g. able to display signi�
ant di�eren
es in ball-handlingbehavior by players from di�erent teams.As an example, the left and middle plots of Figure 14 show the 
lassi�
ation for di�erent types of
ombined player-ball behavior as found by the SOM, the dots representing behavior patterns found. Forinstan
e, region VI (the large 
entral region) represents dribbling behavior where the ball is 
arried alongsidethe player. A typi
al representative of su
h behavior is shown in the right sub�gure of Fig. 14, where theball (lower path) is led by a player (upper path) to the right towards the opponent goal.
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Figure 14: The left and middle sub�gures show a 
lassi�
ation of di�erent types of 
ombined player-ballbehavior as found by the SOM. The right sub�gure shows a typi
al representative of su
h 
ombined behaviorfrom region VI of the left and middle plots (ball is dribbled alongside the player).Applied to 
on
rete players, the results for a Carnegie Mellon United (CMU) 1999 player are shown inthe 
enter plot and for a Mainz Rolling Brains (MRB) 1999 player in the right one. The di�erent handlingbehaviors are very 
learly re
e
ted in the signi�
antly distin
t dot patterns. The alongside dribbling (regionVI) is mostly 
arried out by the CMU players, while a di�erent type of dribbling, 
arrying the ball in frontof the player (region VII) is predominantly performed by the MRB players. This is one illustrative exampleshowing 
learly that the SOM is able to resolve di�erent playing styles. For further details and results ofthe behavior 
lassi�
ation method the interested reader is referred to [50℄.9.2 Engineering Challenge AwardThe navigation system is perhaps the most important sub-system of a mobile robot. In many appli
ations,espe
ially those 
on
erning indoors well-stru
tured environments, one important feature of the navigationsystem 
on
erns the ability of the robot to self-lo
alize, i.e., to autonomously determine its position andorientation (posture). On
e a robot knows its posture, it is 
apable of following a pre-planned virtual23



path or stabilizing its posture smoothly[8℄. If the robot is part of a 
ooperative multi-robot team, it 
analso ex
hange the posture information with its teammates so that appropriate relational and organizationalbehaviors are established[22℄. In roboti
 so

er, these are 
ru
ial issues. If a robot knows its posture, it
an move towards a desired posture (e.g., fa
ing the goal with the ball in between). It 
an also know itsteammates' postures and prepare a pass, or evaluate the game state from the team lo
ations.An in
reasing number of teams parti
ipating in RoboCup's middle-size league is approa
hing the self-lo
alization problem. The proposed solutions are mainly distinguished by the types of sensors used: LaserRange Finders (LRFs), vision-based omni-dire
tional sensors, or single frontal 
amera. LRFs require wallssurrounding the so

er �eld to a
quire the �eld border lines and 
orrelate them with the �eld re
tangularshape to determine the team postures. Should the walls be removed, the method be
omes not appli
able.The Engineering Challenge Award winning paper of the RoboCup 2000 Workshop [29℄ des
ribes analgorithm that determines the posture of a middle-size league robot, with respe
t to a given 
oordinatesystem, from the observation of natural landmarks of the so

er �eld, su
h as the �eld lines and goals, aswell as from a priori knowledge of the �eld geometry. Even though the interse
tion between the �eld andthe walls is also 
urrently used, the wall repla
ement by the 
orresponding �eld lines would not 
hangethe algorithm. The algorithm is a parti
ular implementation of a general method appli
able to other well-stru
tured environments, also introdu
ed in [29℄.The landmarks are pro
essed from an image taken by an omni-dire
tional vision system, based on a
amera plus a 
onvex mirror designed to obtain (by hardware) the so

er �eld bird's eye view, thus preservingthe �eld geometry in the image. This mirror, although developed independently, was �rst introdu
ed in [14℄.The image green-white-green 
olor transitions over a pre-determined number of 
ir
les 
entered with therobot are 
olle
ted as the set of transition pixels. The Hough Transform is applied to the set of transitionpixels in a given image, using the normal representation of a line[12℄� = xti � 
os (�) + yti � sin (�) ; (1)where (xti ; yti) are the image 
oordinates of transition pixel pt and �; � the line parameters. The q (q = 6 inthis appli
ation) straight lines (�1; �1); : : : ; (�q ; �q) 
orresponding to the top q a

umulator 
ells in Houghspa
e are pi
ked and, for all pairs f(�j ; �j); (�k; �k); j; k = 1; : : : ; q; j 6= kg made out of the those q straightlines the following distan
es in Hough spa
e are 
omputed:�� = j�j � �k j (2)�� = j�j � �kj: (3)Note that a small �� denotes almost parallel straight lines, while �� is the distan
e between 2 parallellines. The �� and �� values are subsequently 
lassi�ed by relevan
e fun
tions whi
h, based on the knowledgeof the �eld geometry, will �lter out lines whose relative orientation and/or distan
es do not mat
h the a
tual�eld relative orientation and/or distan
es. The remaining lines are 
orrelated, in Hough spa
e, with thegeometri
 �eld model, so as to obtain the robot posture estimate. An additional step must be taken todisambiguate the robot orientation. In the appli
ation to a so

er robot, the ambiguity is due to the so

er�eld symmetry. The goal 
olors are used to remove su
h ambiguity.Currently, the algorithm has been implemented in C and runs on a Pentium 233MHz with 64MB of RAMin less than 0.5 se
ond. It is used by ea
h of the ISo
Rob team robots to obtain their self-lo
alization duringa game after either a pre-determined timeout has expired and/or more than a pre-determined number ofbumps was sensed by the robot (see Figure 15). The algorithm is part of ea
h robot navigation system,but it is also used by the robot to share information with its teammates regarding team postures and balllo
ation. The navigation system in
ludes a guidan
e 
ontrol algorithm whi
h relies on odometry most of thetime, but odometry is reset whenever the self-lo
alization algorithm runs.A similar method has been proposed by Io

hi and Nardi[15℄ for so

er robots too. Their method alsomat
hes the observed �eld lines with a 2-D �eld model in the Hough spa
e. However, as only a singlefrontal 
amera is used, their approa
h 
onsiders lines dete
ted lo
ally, rather than a global �eld view, andrequires odometry to remove ambiguities. The Agilo team[41℄, also proposes a vision-based approa
h to theself-lo
alization problem. A single frontal 
amera is used to mat
h a 3-D geometri
 model of the �eld withthe border lines and goals line segments in the a
quired image. Only a partial �eld view is used in this24



Figure 15: Self-lo
alization results: on the left, the a
tual image. On the right, the determined position inthe �eld geometri
 model.method. Several teams use a vision-based omni-dire
tional hardware system, but only for tra
king the balland the markings on opposing robots[27, 32, 26℄.10 Con
lusionRoboCup-2000 showed many advan
es, both in the existing 
ompetition leagues and in the introdu
tion ofseveral new events. The parti
ipation and attendan
e were greater than ever, with about 500 parti
ipantsand more than 5,000 spe
tators.RoboCup-2001 is going to be held in the United States for the �rst time. It will run from August2nd through August 10th, 2001 in Seattle 
o-lo
ated with the International Joint Conferen
e of Arti�
ialIntelligen
e (IJCAI-2001). RoboCup-2001 will in
lude a 2-day resear
h forum with presentations of te
hni
alpapers, and all 
ompetition leagues: so

er simulation; RoboCup res
ue simulation (for the �rst time); small-size robot (F180); middle-size robot (F2000); four-legged robot; and RoboCup res
ue robot in 
onjun
tionwith the AAAI robot 
ompetition (for the �rst time). It will also in
lude a RoboCup Jr. symposiumin
luding 1 on 1 robot so

er and robot dan
ing 
ompetitions, and other edu
ational events for middle-s
hool and high-s
hool 
hildren. Finally, RoboCup-2001 will in
lude an exhibition of humanoid robots.For more information, please visit: http://www.robo
up.org.A
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